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The majority of the following tasks are to be completed by David Salbego and Barry Finkel.  Brian Sebby with assist with Trend Anti-Virus integration, and the Networking group will implement Firewall conduits that have been approved by the CS-ARG as well as assist in obtaining new IP addresses and network moves for servers.

This document is still a ‘work-in-progress’. and every step is not provided in detail.  It is to be used as a guide for the primary implementers as well as provide a list of major milestones for project movement.
· Major initiatives

· Tier 1 DNS implementation

· Stand up two new BIND 9 DNS servers

· Coordination with DNS administrators to conform to new architecture

· Separate mailhost.anl.gov from dns2.anl.gov

· Upgrade Tier 2 DNS servers to BIND 9

· Upgrade Tier 2 DNS server hardware 

· Implement BIND 9 views on dns0.anl.gov
· Tier 1 DNS implementation
· Summary:

· Stand up two new BIND 9 DNS servers for Internet users

· Servers become our DNS ‘face’ to the world

· Current (Tier 2) servers become “Argonne only” servers

· Coordinate changes with internal and external DNS administrators

· Current Status

· All Argonne zones are being slaved through various methods
· Unsolicited zone transfers

· DNS NOTIFY protocol

· Some Argonne zones do not list Tier 1 DNS servers for DNS NOTIFY yet; this is not an absolute requirement but is desirable (ANL-W, MCS)

· Zones for which we provide slave service that are non-ANL are in the process of being moved to Tier 1

· This step requires a lot of coordination with outside DNS administrators and will take the most time and effort

· We will allow slave service to continue at the Tier 2 DNS servers even after the Tier 1 DNS servers are in full production so as to minimize disruption

· Next Steps

· Talk to ANL-W and MCS regarding “NS” records in their zone files to support DNS NOTIFY protocol
· Continue working with outside DNS administrators to migrate their zone data to Tier 1 DNS servers

· Update all NIC registrations (notify all non-anl.gov zone owners regarding this – again)

· Approach ANL-W regarding BIND 9 installation with split views, offering as much support and assistance as needed

· Verify Microsoft Windows 2000 DNS servers are configured properly for new Tier 1 DNS servers

· Separate mailhost.anl.gov from dns2.anl.gov

· Summary

· All Argonne @anl.gov email aliases are handled by dns2.anl.gov, also known as mailhost.anl.gov.

· For security and performance reasons, we will separate these two functions on two machines

· Anti-virus scanning will be implemented on the new mailhost machine

· Current Status

· The new mail alias server, hermes.ctd.anl.gov, is currently being configured and secured

· Next Steps

· Move hermes to orange network, prepare new IP alias for mailhost.anl.gov

· Verify all crons are operational

· Request temporary mail firewall conduits

· Install and configure anti-virus tool (sendmail->AV->sendmail)
· Do final system assurance tests
· Put hermes into production, including TTL changes in DNS for new mailhost.anl.gov IP address

· Shutdown sendmail on dns2.anl.gov

· Move (new) mailhost.anl.gov begind Tier 1 Mail Relay server (with its split views changes for appropriate MX record advertisement)

· Upgrade Tier 2 DNS Servers to BIND 9

· Summary

· Current Tier 2 DNS servers (dns0.anl.gov, dns1.anl.gov, dns2.anl.gov) were running BIND 8.x

· A new version of BIND, BIND 9.x, was made available some time ago.  Now at version 9.2.1, we have tested it on various machines and have decided to upgrade

· Current Status

· dns0.anl.gov is running BIND 9.2.1
· dns1.anl.gov is running BIND 9.2.1

· dns2.anl.gov is still running BIND 8.x.x

· Next Steps

· dns2.anl.gov will not be upgraded to BIND 9 until it is moved (along with the other servers) on to new hardware for performance reasons
· Upgrade Tier 2 DNS Server Hardware

· Summary

· Current Tier 2 DNS servers (dns0.anl.gov, dns1.anl.gov, dns2.anl.gov) are running on old Sun hardware
· dns0.anl.gov: SparcStation-5, 64 MB RAM

· dns1.anl.gov: SparcStation-5, 64 MB RAM

· dns2.anl.gov: UltraSparc-1, 64 MB RAM

· Current Status

· New hardware for dns1.anl.gov and dns2.anl.gov has arrived (Sun Blades with 512 MB memory)

· New servers need to be built and configured with latest version of Solaris 8 (may already be in progress)

· Next Steps

· The hardware move will only occur AFTER mailhost.anl.gov functionality has been moved from dns2.anl.gov.
· Schedule shutdown time for each DNS server to migrate data

· We should consider upgrading dns0.anl.gov to new hardware – a Sun UltraSparc-5 with appropriate memory or a Sun UltraSparc-1 with appropriate memory will suffice

· Implement BIND 9 Views on dns0.anl.gov

· Summary

· Tier 1 DNS servers and Tier 2 DNS servers have been created to allow us to have different data at each tier.  For example, we may wish to advertise a different set of MX records for a particular host at Tier 1 than we would at Tier 2
· BIND 9 allows a DNS server to respond to queries differently depending on the IP address of who asked the question

· Therefore, we can configure different “views” of DNS data, specified by ranges of IP addresses

· This feature allows us to manage the different sets of DNS data on one master DNS server
· This data is then published appropriately to both Tier 1 and Tier 2 DNS servers

· Current Status

· BIND 9 is currently running on dns0.anl.gov.
· BIND 9 views have been tested in multiple areas, including Tier 1 DNS testing as well as Tier 2 to Tier 1 testing

· In the process of converting dns0.anl.gov configuration files to a “views” architecture

· Next Steps
· When dns0.anl.gov has “views” architecture implemented, the Tier 1 DNS servers will be ready for ‘full production’ – we can advertise them as ANL.GOV DNS servers with Internic.gov and Arin.net
· Verify all puck-mastered zones are on t1dns[12].anl.gov

· Update all master zones on dns0 to change NS records to point to t1dns[12].anl.gov

· Implement split views only on those zones that need it initially, upgrading scripts to support this

· Separate bottom.ctd.anl.gov functionality (TACACS authentication) from dns0.anl.gov; a low-powered server will be sufficient for bottom functionality

· Preferred Task Order
· Tier 1 DNS server implementation (in progress)

· Upgrade to BIND 9 on Tier 2 DNS servers (done – dns2.anl.gov stays at BIND 8)

· Implement BIND 9 views on dns0.anl.gov

· Tier 1 DNS servers ready for full production

· Separate mailhost.anl.gov from dns2.anl.gov (stand up hermes.ctd.anl.gov)

· Upgrade Tier 2 DNS server hardware (dns1.anl.gov and dns2.anl.gov)

· Upgrade Master DNS server (dns0.anl.gov)

