Sendmail vs Postfix Benchmarking
David Salbego

April 2002
** DRAFT ** DRAFT ** DRAFT ** DRAFT ** DRAFT ** DRAFT ** 

Introduction

One of the goals of the Tier 1 Networking Services project is to reduce the number of servers that are accessed via port 25 (SMTP) from the general Internet.  In order to reach this goal, a Tier 1 Email Relay server will be put into production.  This server will act as a relay system for incoming Internet SMTP traffic.  No local users will be on this server; it will simply serve as a relay machine, possibly with anti-virus protection.
Speed and security are top priorities for the relay server.  Therefore, two email software servers were tested to determine the type of load each could handle: sendmail-8.10.2+Sun and Postfix 1.1.7.  Sendmail is currently in use on most Unix systems around the Laboratory that receive mail.  Postfix, a replacement for sendmail, is not as widespread, but touts speed and security as benefits over sendmail.

Testing was performed using three Sun machines.  Their hardware configurations are described below.  Morton acted as the mail server.  Hermes acted as a mail client.  Charlotte acted as a mail client.  The testing methodology is described in a separate section.

Hardware
	Name
	Model
	CPUs
	CPU speed
	Memory
	OS Version
	Network

	morton.ctd.anl.gov
	Enterprise 250
	1
	400 MHz
	512 MB
	Solaris 8
	100 Mb/FDX

	hermes.ctd.anl.gov
	Enterprise 250
	1
	250 MHz
	512 MB
	Solaris 8
	100 Mb/FDX

	charlotte.ctd.anl.gov
	Enterprise 450
	2
	400 MHz
	256 MB
	Solaris 8
	100 Mb/FDX


Mail Server Software, Configuration information
· Postfix 1.1.7
· Secure, fast replacement for sendmail

· Information available at http://www.postfix.org
· Sendmail 8.10.2+Sun

· Sun-modified version of BSD sendmail
· Information about BSD sendmail available at http://www.sendmail.org
Mail Client Software

· Postal 0.60

· SMTP benchmarking utility 

· Generates email messages using following parameters

· User list

· Message size (max)

· Messages per minute

· Connections to open

· Messages per connection (max)

· Random characters in subject and body of message

· Information available at http://www.coker.com.au/postal/
Test methodology

A test email server, running either sendmail or Postfix, was configured with Solaris 8 and the latest set of patches from Sun.  Some kernel parameters were modified to help increase performance; these can be found in the appendix.

The mail clients had no special system configuration besides the Postal software.  

The primary mail client, hermes, is on the same subnet as morton.  The secondary mail client, charlotte, is on a different subnet.  Charlotte was only used for the test that involved both mail clients running in parallel.  As a side note, morton and hermes are used exclusively for Tier 1 testing, but charlotte is a production machine for other services; therefore, it could not be used as a server (or the primary mail client) in this test although it is the fastest of the three machines.
Morton had 1000 users added in the format of user0 through user999 via a script.  This script can be found in the appendix.  Mail to these users were delivered locally and were used exclusively by the postal benchmarking program.  Although local delivery will not occur in the production environment, the testing methodology still proved to be relevant.

The postal benchmarking program was copied to hermes and charlotte, and a driver script was created to start the process.  The contents of the driver script can be found in the appendix.  The postal program contains the following options:

· List of users

· Defines static list of usernames or a pattern file of usernames

· User template 

· Optional, used to convert pattern file of usernames to real usernames

· Maximum message size

· Maximum size, in kilobytes, of random messages to generate;  messages are created within the range of 1 kilobyte to this maximum

· Maximum processes (connections) to use

· Maximum number of connections to open to mail server to send mail

· Maximum messages to send per connection

· Maximum number of messages to send per connection to mail server; messages sent per connection are between 1 and this maximum

· Maximum messages to send per minute

· Maximum number of messages to send to mail server per minute; a throttle control 

The user list file and the user template file were created to match the usernames on morton.  The contents of these files can be found in the appendix.  The postal program automatically creates email messages with a randomly selected To: and From: address based on the information in the user and template file.
For all tests, the maximum message size was set to 10 kilobytes.  As I was primarily concerned with the ability to handle many simultaneous connections, increasing the maximum message size would only serve to decrease the ability of the client to quickly handle more connections.
Although a typical mail transfer agent can send more than one message per connection to a mail server, Postal was configured to only send one.  Therefore, each connection would only result in one mail message delivered; in the real world, it is very possible that one connection would result in several mail messages being delivered before disconnection.  Postal was configured this way to maximize the number of connections to the mail server and hence put a greater load on the machine. 
All tests were run for 10 minutes each, and all further numbers are extrapolated based on those results.  For example, the average number of messages per hour was derived by multiplying the messages delivered in 10 minutes by 6.

Test Results
Description:  Overload test using Postfix server, one client machine
Postal was set to flood the mail server with as much mail as possible.  This was accomplished by setting Postal to a high level of messages per minute using 100 processes.  
Postfix accepted an average of 1131 messages per minute in this test, although the majority of the messages were simply queued.  Postfix set its highest priority to accepting incoming messages as opposed to delivering them locally.  

	Postal

Msgs per minute
	Postal

Processes
	Postal

 Msg Size
	Postal

Msgs / Conn
	Minutes Run
	Messages: Total delivered
	Messages:

Avg per minute
	Messages: Avg per hour

	24000
	100
	10
	1
	10
	11309
	1130.9
	67854


	time
	messages
	data(K)
	Errors
	connections

	10:40
	1215
	6557
	0
	1215

	10:41
	1148
	6364
	0
	1148

	10:42
	1068
	5607
	0
	1068

	10:43
	1094
	5999
	0
	1094

	10:44
	1100
	5896
	0
	1101

	10:45
	1169
	6111
	0
	1168

	10:46
	1106
	5848
	0
	1107

	10:47
	1171
	6265
	0
	1170

	10:48
	1145
	6045
	0
	1145

	10:49
	1093
	5923
	0
	1093


Description:  Overload test using Sendmail server, one client machine.  
Postal messages per minute parameter was reduced to 1000 due to many errors at numbers such as 2000 and 10000.
	Postal

Msgs per minute
	Postal

Processes
	Postal

 Msg Size
	Postal

Msgs / Conn
	Minutes Run
	Messages: Total delivered
	Messages:

Avg per minute
	Messages: Avg per hour

	1000
	100
	10
	1
	10
	1510
	151.0
	906.0


	Time
	messages
	data(K)
	errors
	connections

	11:30
	146
	789
	0
	147

	11:31
	156
	771
	0
	156

	11:32
	152
	825
	0
	152

	11:33
	153
	758
	0
	153

	11:34
	150
	821
	0
	150

	11:35
	147
	832
	0
	147

	11:36
	148
	779
	0
	148

	11:37
	145
	730
	0
	145

	11:38
	145
	790
	0
	145

	11:39
	168
	994
	0
	201


Description:  Reasonable test using Postfix server, one client machine

	Postal

Msgs per minute
	Postal

Processes
	Postal

 Msg Size
	Postal

Msgs / Conn
	Minutes Run
	Messages: Total delivered
	Messages:

Avg per minute
	Messages: Avg per hour

	400
	10
	10
	1
	10
	3502
	350.2
	21012


	Time
	messages
	data(K)
	errors
	connections

	13:39
	311
	1666
	0
	311

	13:40
	317
	1632
	0
	318

	13:41
	316
	1626
	0
	316

	13:42
	320
	1773
	0
	320

	13:43
	319
	1785
	0
	319

	13:44
	319
	1702
	0
	319

	13:45
	315
	1765
	0
	314

	13:46
	323
	1837
	0
	323

	13:47
	323
	1774
	0
	324

	13:48
	324
	1811
	0
	324

	13:49
	315
	1666
	0
	315


Description:  Reasonable test using Sendmail server, one client machine

	Postal

Msgs per minute
	Postal

Processes
	Postal

 Msg Size
	Postal

Msgs / Conn
	Minutes Run
	Messages: Total delivered
	Messages:

Avg per minute
	Messages: Avg per hour

	300
	10
	10
	1
	10
	1522
	152.2
	913.2


	Time
	messages
	data(K)
	errors
	Connections

	11:59
	142
	665
	0
	142

	12:00
	140
	747
	0
	140

	12:01
	139
	755
	0
	139

	12:02
	133
	679
	0
	133

	12:03
	139
	742
	0
	140

	12:04
	138
	721
	0
	138

	12:05
	137
	741
	0
	137

	12:06
	140
	736
	0
	140

	12:07
	136
	681
	0
	136

	12:08
	139
	793
	0
	139

	12:09
	139
	730
	0
	139


Description:  Reasonable test using Postfix server, two client machines running in parallel
	Postal

Msgs per minute
	Postal

Processes
	Postal

 Msg Size
	Postal

Msgs / Conn
	Minutes Run
	Messages: Total delivered
	Messages:

Avg per minute
	Messages: Avg per hour

	300 (hermes)
	10
	10
	1
	10
	1563
	156.3
	9378

	200 (char)
	2
	10
	1
	10
	1557
	155.7
	9342

	
	
	
	
	TOTAL
	3120
	312.0
	18720


Hermes:
	time
	messages
	data(K)
	errors
	connections

	13:58
	153
	820
	0
	153

	13:59
	156
	806
	0
	156

	14:00
	155
	798
	0
	155

	14:01
	154
	794
	0
	154

	14:02
	157
	804
	1
	158

	14:03
	158
	846
	2
	160

	14:04
	160
	886
	0
	160

	14:05
	157
	827
	0
	157

	14:06
	159
	876
	0
	159

	14:07
	154
	861
	0
	154


Charlotte:
	time
	messages
	data(K)
	errors
	connections

	13:58
	155
	802
	0
	155

	13:59
	154
	826
	0
	154

	14:00
	154
	793
	0
	154

	14:01
	159
	852
	0
	159

	14:02
	152
	948
	0
	152

	14:03
	161
	765
	0
	161

	14:04
	157
	810
	0
	157

	14:05
	156
	837
	0
	156

	14:06
	159
	910
	0
	159

	14:07
	150
	814
	0
	150


Description:  Reasonable test using Sendmail server, two client machines running in parallel
	Postal

Msgs per minute
	Postal

Processes
	Postal

 Msg Size
	Postal

Msgs / Conn
	Minutes Run
	Messages: Total delivered
	Messages:

Avg per minute
	Messages: Avg per hour

	300 (hermes)
	10
	10
	1
	10
	425
	42.5
	255

	200 (char)
	2
	10
	1
	10
	848
	84.8
	508.8

	
	
	
	
	TOTAL
	1273
	127.3
	763.8


Hermes:
	Time
	messages
	data(K)
	errors
	Connections

	13:19
	42
	233
	0
	42

	13:20
	42
	222
	0
	42

	13:21
	42
	213
	0
	42

	13:22
	43
	217
	0
	43

	13:23
	42
	224
	0
	42

	13:24
	44
	230
	0
	44

	13:25
	43
	247
	0
	42

	13:26
	43
	258
	0
	44

	13:27
	41
	238
	0
	41

	13:28
	43
	236
	0
	43


Charlotte:
	Time
	messages
	data(K)
	errors
	Connections

	13:19
	85
	476
	0
	84

	13:20
	84
	468
	0
	84

	13:21
	84
	501
	0
	85

	13:22
	85
	435
	0
	85

	13:23
	83
	416
	0
	83

	13:24
	85
	462
	0
	85

	13:25
	86
	456
	0
	86

	13:26
	85
	458
	0
	85

	13:27
	86
	453
	0
	86

	13:28
	85
	435
	0
	85


Test Results Summary
Messages delivered per Hour 
	
	Overload
	Reasonable
	Parallel

	Sendmail
	906
	913
	764

	Postfix
	67854
	21012
	18720


Messages delivered per Hour percentage comparison

	
	Overload
	Reasonable
	Parallel

	SM / PF
	1.33%
	4.34%
	4.08%

	PF / SM
	7489 %
	2301%
	2450%


Conclusions

The test results clearly show that the Postfix mail server can handle a far larger amount of SMTP connections from mail clients as compared to sendmail.  In each of the three test cases, Postfix handily beat sendmail in all aspects.  As Postfix is not a single program like sendmail, it is far better equipped to handle greater loads.  Under severe conditions, Postfix continued to run while rarely producing any errors.  On the other hand, sendmail would block the mail clients completely and indefinitely until load subsided.  Although the mail may have eventually been delivered to the sendmail server, Postfix would have already accepted and delivered the same message while the sendmail server struggled to stay afloat.

For the purposes of a Tier 1 Email Relay server, Postfix clearly outperforms sendmail.  However, this does not imply that Postfix can replace sendmail on every Unix server.  Many complicated sendmail installations would require a great deal of time and effort to overcome the learning curve associated with Postfix (as with any other complex piece of software).  Given sendmail’s history of providing for the needs of mail administrators over many years, the decision to move to a completely different mail server for every Unix case is not an easy one.  However, for the needs of the Tier 1 Email Relay server, Postfix looks to fit the bill quite well.

Appendix 

Kernel parameters in /etc/system on mailserver (morton):

* 

* Increase/decrease maxusers ONLY if you know what you're doing;

* otherwise, LEAVE COMMENTED!

*

* maximum setting is 2048

set maxusers=2048

*

* Increase soft and hard limit file descriptor sizes

*

set rlim_fd_cur=256

set rlim_fd_max=4096

*

* Disallow executable code in user stack

*

set noexec_user_stack=1

set noexec_user_stack_log=1

*

* Increase hash size for TCP connection tables

*

set tcp:tcp_conn_hash_size=262144

Postal user list file:

userX@morton.ctd.anl.gov

userYY@morton.ctd.anl.gov

userZZZ@morton.ctd.anl.gov

Postal template file:

^userX ....[0-9]

^userYY ....[1-9][0-9]

^userZZZ ....[1-9][1-9][0-9]

doAddUsers.sh script:

#!/bin/ksh

# 

# DJS 04/2002

# Add test users

#

FIRST_USER=0

LAST_USER=1000

COUNT=$FIRST_USER

while [ $COUNT -lt $LAST_USER ]

do

   echo "Adding user user$COUNT..."

   UID=`expr $COUNT + 50000`

   useradd -c "Test_Email_User_$COUNT" -d /export/home/user$COUNT -g 500 -u $UID

 -s /bin/csh user$COUNT

   COUNT=`expr $COUNT + 1`

done

exit 0

goPostal.sh driver script:

#!/bin/ksh

POSTAL=/afs/anl/usr/ctd/salbego/postal/postal-0.60/postal

SMTPSERVER=morton.ctd.anl.gov

USERLIST=/afs/anl/usr/ctd/salbego/postal/postal-0.60/userlist.txt

USERTEMP=/afs/anl/usr/ctd/salbego/postal/postal-0.60/usertemp.txt

MAX_MSG_SIZE=10 # in kilobytes

MAX_PROCESSES=2 # max number of processes to fork
MAX_MSGS_PER_CON=1 # max number of messages to send per SMTP connection

MAX_MSGS_PER_MIN=200 # to limit throughput; default effectively 24000

echo "Date starting: `date`"

$POSTAL -A $SMTPSERVER -B $USERLIST -C $USERTEMP -m $MAX_MSG_SIZE -p $MAX_PROCESSES -c $MAX_MSGS_PER_CON -r $MAX_MSGS_PER_MIN -b nonetscape 

echo "Date ending: `date`"

exit 0

