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· Hardware procurement

· (2) Sun Fire 280R servers and (2) Sun Fire V880 servers are on order (specs listed in previous documents)
· Each 280R will be a Tier 1 DNS server

· Each V880 will be a Tier 1 Email Relay server

· Current testing environment

· (2) Sun Enterprise 250 servers on green network

· hermes running BIND 9.2.0 for DNS services in split-DNS mode
· morton running Postfix 1.1.4 for Email Relay
· Test email relay chain of events using split DNS functionality
· hermes and morton both use hermes for dns lookups

· hermes sends mail to salbego@achilles.ctd.anl.gov
· hermes performs MX record lookup on achilles

· hermes returns morton as next hop

· hermes sends mail to morton

· morton, running Postfix, receives mail

· morton performs MX record lookup on achilles

· hermes returns atalanta.ctd.anl.gov as next hop

· morton relays mail to atalanta

· atalanta receives mail for final delivery to local user salbego
· Proposed email relay test configuration without split DNS
· hermes and morton both use hermes for dns lookups
· hermes sends mail to salbego@achilles.ctd.anl.gov
· hermes performs MX record lookup on Achilles

· hermes returns atalanta.ctd.anl.gov and morton.ctd.anl.gov as possible MX hosts

· hermes tries to contact atalanta but FAILS (need some type of ACL put in place to facilitate this)

· hermes tries to contact morton and succeeds, sending mail

· morton, running Postfix, receives mail

· morton performs MX record lookup on achilles

· hermes returns atalanta and morton as possible MX hosts

· morton attempts to relay mail to atalanta and succeeds (NO ACL)
· atalanta receives mail for final delivery to local user salbego

· DNS Opinions to Discuss
· Tier 1 and Tier 2 DNS configuration
· We should run the latest version of BIND (9.2.0) in a standard mode (NOT split) on all Tier 1 and Tier 2 DNS servers
· There should be no direct link between Tier 1 DNS servers and Tier 2 DNS servers

· There should be separate hidden primary DNS servers for Tier 1 and Tier 2

· All known servers will be secondary servers, updated by the hidden primaries

· Initially, both Tier 1 and Tier 2 DNS servers will contain mostly the same information
· The primary difference will be MX record changes, although this can be avoided as well (see below)

· Eventually, we can begin to reduce the amount of information available to the public at the Tier 1 DNS servers (expressed as a need by the CS-ARG)
· Scripts should be developed/used to decrease the amount of effort needed to maintain two separate primary DNS servers (with their associated secondaries)

· All internal ANL users should continue to use their current DNS configurations (Tier 2 DNS servers)
· We should register a new set of IP addresses to be used for Tier 1 DNS servers

· The Tier 1 DNS servers will be used primarily by outside clients

· The Tier 2 DNS servers will be used primarily by ANL (inside) clients

· Alternatives

· Several exist, but may not meet the following criteria:

· Reduce DNS information given to outside world

· Provide all information to internal clients

· Route external, inbound email through relay server

· Easy upgradeability

· Straightforward day-to-day maintenance

BIND, UNIX-based solution

· Email Opinions to Discuss

· Tier 1 Email Relay servers will run latest stable version of Postfix (http://www.postfix.org)

· Tier 1 Email relay servers should run an Anti-Virus protection agent, but configuration limitations mean that administrators cannot decide which virii to protect against and which to ignore

· Some agents allow administrators to scan only selected attachments while ignoring others, which could be useful

· A major benefit of using Postfix at the Tier 1 level is speed (besides security); using an Anti-Virus protection agent means the speed at which email is relayed is limited by the speed each incoming email message can be scanned by that agent

· Many divisions have strong opinions regarding Anti-Virus scanning at the Tier 1 Email relay level, and would rather a ‘light’ set of rules (if any) be put into place – but due to software limitations, this may be impossible 

· Assuming we are using two separate primary DNS servers (Tier 1 versus Tier 2), we should use the following MX record configuration:

· Tier 1 DNS servers:

· Will report two MX records (hostnames are for informational purposes only and have not been decided upon), possibly in round-robin format:
· Mailrelay1.anl.gov (preference=10)

· Mailrelay2.anl.gov (preference=10)

· This will roughly load balance incoming email between the two email relay servers 
· If one server were to become unavailable, the other would take 100% of the load as the sending message transfer agent should attempt to use the next available MX record host

· Tier 2 DNS servers:
· Will report the MX record information that is currently in the DNS database

· No changes should be made at this level, as these DNS servers should only be used by internal ANL clients and hence do not go through the Tier 1 Email relay

· Alternative (same MX record information)

· Instead of the above, we can do the following to keep both Tier 1 and Tier 2 MX record information the same:

· MX records for anl.gov could be:

· Mailhost.anl.gov (highest preference)

· Mailrelay1.anl.gov (second highest preference)

· Mailrelay2.anl.gov (second highest preference)

· External email bound for ANL:

· Mail transfer agents would first attempt to connect to mailhost.anl.gov, but would fail due to firewall rules

· Mail transfer agents would then attempt to contact mailrelay[1,2].anl.gov and succeed, as these are the Tier 1 Email relay servers

· Internal email bound for ANL:

· Mail transfer agents would first attempt to connect to mailhost.anl.gov and would succeed, as firewall rules would allow this

· The mail relay hosts could have firewall blocks to prevent internal mail transfer agents from forwarding their email to them

