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ABSTRACT

This paper reviews the present state of knowledge regarding the stability of hydrocarbon
radicals. We will begin with some definitions regarding thermodynamic and kinetic stability and
general comments justifying our interest. A number of the important issues dealing with the
accurate determination of these properties will be discussed. This will be followed by a survey
of some of the problems and controversies regarding correct values. Finally, thermodynamic and
kinetic data bearing on the stability of the radicals will be summarized.

BACKGROUND

The reactions of hydrocarbons in the gas phase and non-polar media frequently proceed
through free radical mechanisms. Quantitative understanding of the temporal behavior of such
processes depends on knowledge of the thermodynamic and kinetic properties of the radicals.
The thermodynamic stability of any compound can most conveniently be expressed in a
quantitative sense in terms of its free energy or equilibrium constant of formation. This can be
expressed as,

AF=AH-TAS=-RTIn X, (1]
K, =kek(RT)" (2]

where the reference state is for the elements at 1 bar and 298 K, kr and k; are the rate constants
in the two directions and n represent the order of the reaction. Thermodynamic properties serve
as limits for kinetics and the basis for the estimation and evaluation of kinetic information. A
particularly important application is its use for the calculation of the rate constant in one
direction if that for the reverse reaction is known. Altematively, when the rates in both directions
have been measured, the reproduction of the equilibrium property serves as an important check
of the validity of the data. Thermodynamic properties of radicals are not only important for their
own sake but can be used to infer the chemical stability and reactivity of the compounds formed
by any two radicals. This is largely due to the fact that radical combination rate constants do not
vary greatly.

Enthalpy and entropy define the properties of a molecule in terms of energetics and
structure (1). Traditionally, they form the basis for estimation (2). Modem day computational
packages (3) permit their direct calculation from ab initio quantum mechanics. Such methods
work quite well for small radicals and are in general more reliable with respect to structural or
entropic factors than the energies. In time, these methods will play an ever more important role
in defining the properties of radicals. In the meantime dependence must remain with
experimental determinations. A key role for accurate measurements is as a means of validating
calculations. A combination of group additivity and small molecule calculational results should
in principal give all the information necessary for the determination of the thermodynamic
properties of larger entities.

As suggested above, the thermodynamic properties of radicals can be determined through
the measurement of the equilibrium constant (1). From measurements at one temperature
enthalpies can be determined if entropies can be estimated. This is usually known as the 3™ law
method. Alternatively, from determinations of the equilibrium constant as a function of
temperature, the enthalpy of the process can be determined from the slope or

d (In K,)/d(1/T)=-AH/R. 3]

This is known as the second law method. Substituting back into Eq | then leads to a
determination of the entropy. In order to determine the property of a radical the thermodynamic
properties of the other compounds for the reaction must be known and if reactions are carried
out at temperatures different than 298 K heat capacity corrections must be made.

Much effort has been devoted to determining the enthalpies of free radicals (4,5). They
are directly related to the bond dissociation energies of the molecular entity from which the
radicals are formed and is a convenient marker for molecular stability or reactivity. Many
measurement methods lead only to the determination of the energies. If one applies the second
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law method, then a slope can be determined without the need for an absolute value of the
equilibrium constant, if the calibration factor does not vary over the temperature range used and
assumptions can be made about the reverse process. Complete quantitative description in the
context of molecular stability will also require knowledge of the entropy. Our knowledge and
understanding of radical structure and vibrational frequencies are such that for the less complex
radicals, measurements exist or they can be estimated with considerable accuracy. There
remains uncertainties for larger species. This is particularly the case for the molecular motions
associated with low frequency vibrations. Unfortunately, these are also the largest contributors
to the entropies. In the case of simple hydrocarbon radicals, the important issues are the
frequency of the umbrella motion at the radical site. It is in fact uncertain as to whether they can
be represented in the simple harmonic oscillator approximation. Another issue is the barrier to
internal rotation of rotors at the radical site.

Kinetic stability(6) can most readily be defined in terms of the rate expressions for
decomposition ofradicals or the parent hydrocarbon,

k= Ac T" exp(-E</RT) s (4]

where we have chosen to write the rate expression in the modified Arrhenius form. Over short
ranges, data can be written in the regular Arrhenius form where n=0. The infinities are given to
define the results in terms of the rate constant in the limiting high pressure region. This means
the results are for a system where the distribution function for the molecule is Boltzmann. High
pressure rate expression for decompositon is a fundamental property of a molecule and is given
in this form in order to differentiate it from the more general case where the distribution function
are perturbed when the chemical lifetimes become shorter than energy transfer times, leading to
a distorting of the Boltzmann distribution. The high pressure rate expressions are one of the
fundamental inputs for the understanding of many complex reaction systems. They define the
non-reactive lifetimes of the radicals and play a key role in the evolution of such systems. Even
for the cases where energy transfer is important, the high pressure rate expression is the basis
upon which estimates for energy transfer effects are made. As suggested earlier, these rate
expressions can be used to derive or be derived from the thermodynamics.

EXPERIMENTAL METHODS

All experimental procedures for determining the thermodynamic and kinetic stability of
radicals involve quantitative measurement of some property associated with their generation or
destruction. Kinetic measurements in both directions is a prime method for determining
equilibrium constants of formation. The reliable values that are now available owe much to the
understanding of how to carry out accurate kinetic measurements. The first prerequisite is to find
systems that are mechanistically unambiguous. This requirement is aided by the sensitivity of
modern detection methods. It is thus possible to work under conditions where there are no
ambiguity regarding the process being studied. Table 1 summarizes a variety of kinetic methods
that have made significant contributions to the determination of the thermodynamic properties of
hydrocarbon radicals. In general, the thermal decomposition reactions are carried out at the
highest temperatures, the radical decompositions at intermediate temperatures while the
metathesis and ion-molecule reactions are at the lowest or ambient temperatures. The choice of a
technique is highly dependent on the availability of a suitable precursor. This is particularly true
at the lower temperatures. At the higher temperatures more channels are opened up. However
this can lead to mechanistic complications.

An alternative approach is to subject a molecule to some form of physical excitation such
as a photon or electron which leads to the formation of the radical in question and then observing
their formation and deducing the energetics on the basis of an energy balance. Since molecules
have a distribution of energies an important issue has always been the proper selection of
reaction thresholds. As with the kinetic methods, the availability of an appropriate precursor is
an important determinant of what can be measured. Since this is a physical method, the most
reliable numbers are for the smaller species. Furthermore, as with kinetic methods, earlier
workers were much too optimistic regarding measurement accuracy. The tendency has been to
reproduce the kinetic results that are now known to be in error. Here again improvements in
understanding and techniques are leading to more accurate determinations.

RESULTS
A: Thermodynamic Stability: Table 2 contains a summary of data on bond dissociation

energies that can be derived from heats of formation data. These have largely been derived from
the methods summarized in Table 1. Also included in Table 2 are the recommendations of
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Table 1: Kinetic procedures and methods used in determining the thermodynamic properties
of organic radicals. (8,9)

Process Method Reaction Type
(example)
| Thermal Decomposition Single Pulse Shock Tube Ri-R<=>R)+R;

Flow and Static systems. ((tC4Hg)z<=> 2 tCsHy)
Detection of stable products

Radical Combination Photolytic generation of

' Radicals and spectroscopic

Detection

Radical Decomposition Photolytic and thermal generation of | R<=>H/CHj; + olefin

radicals. Detection of stable products | nC;Hy<=> C;H4+CH;
or decay of radicals

Radical Addition Decay of photolytically generated

small radicals
Metathesis of halogenated | Photolytic generation of radicals X +RH <=>R + HX
organics Followed by their decay Br+tC4Ho '
lTon-molecule equilibria Metathesis reaction involving ions in | C3Hg + CH30 <=>

flow system. Mass spectrometric | C;Hs + CH;OH
detection of reactants and products

McMillen and Golden(4) published in 1982 which are based largely on iodination results. It can
be seen that in all cases except for methyl, for which the best results are form physical
approaches, there have been significant increases in the heats of formation. This is surprising to
those who are not intimately acquainted with the field. Since much of chemistry is involved in
the breaking or forming of bonds, there is a natural attempt to interpret experimental
observations in terms of bond dissociation energies. Unfortunately, it is now clear that earlier
investigators were much too optimistic regarding the accuracy of their estimates.

The following contains a brief historical sketch of the sequence of studies of which the
data in Table 2 represent hopefully the final correct values. The first systematic investigation of
the thermodynamic properties of hydrocarbon radicals were the studies of Butler et al (9) where
the kinetics of the decomposition of the alkyl iodides was interpreted in terms of the breaking of
the carbon-iodine bond. Subsequent analysis revealed that the decomposition reaction is in fact a
radical chain process with the additional possibility of a molecular decomposition channel. A
few years latter, Szwarc and coworkers (10) studied inhibited decomposition of simple
hydrocarbons in flow systems. Radical processes were suppressed by the addition of the radical
inhibitor, toluene. 1t is now clear that the conditions in the flow reactor were very poorly
defined. The consequence was that the rate expressions are all now known to be characterized by
low A-factors and activation energies. Several years latter Benson and coworkers(1) used
iodination kinetics to determine bond energies. The specific reactions used in their work were
largely those involving the bimolecular attack of iodine atom on alkyl iodide to form the
hydrocarbon radical and the iodine molecule or the reverse. A number of major errors were
corrected leading once again to large increases in the measured heats of formation.

These results which first appeared in the early 1960s were summarized in a 1982 article
in Annual Reviews of Physical Chemistry (4) and for many years represented the generally
accepted values. However beginning with the single pulse shock tube work in the late 1960s(11)
it became increasingly difficult to fit experimental results with such heats of formation. Some of
the consequences are summarized in Table 2 and represent a further increase of 10-20 kJ/mol.
The correctness of these numbers is attested by the large volume of experimental data that can
now reproduce the thermodynamic properties of the radicals. Indeed, if errors are substantially
larger than the estimated uncertainties, this will call into question much that is believed to be
understood about experimental gas phase kinetics. Actually, of all the numbers given in Table 2,
only that for t-butyl radical is still subject to any controversy. It should also be noted that there
may also uncertainties of the order of several kJ/mol in the heats of formation of the larger
alkanes (12). This will of course be directly reflected in the errors of the radicals.

The ultimate importance of data such as summarized in Table 2 is as a basis for

estimation. It is of interest to consider the consequences of errors in such values. If they are
directly reflected in the rate or equilibrium constants, then an error of 5.5 kJ/mol will lead to an
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Table 2: Heats of formation for some hydrocarbon radicals and their corresponding bond
dissociation energies.(7,8) Heats of formation in italics are from McMillen and Golden (4)

R1/R2 (kJ/mol) (Ref4) |H CH; C,Hs i-C3H; | t-C4Ho
1471 119+2 (90+2 48+3

CH;(147£ 1) (147+1) | 440 378 370 370 360

CHs (119 £ 2) (106=4) | 422 370 364 362 352

n-C3H,(100 £ 2) (58+4) | 422 373 365 363 353

i-C5H; (90 = 2) (76x4) | 412 372 364 361 343

5-C,Ho (69 £ 2) (54+8) | 413 370 362 356 336

1-C4Ho (70 £ 2) 422 371 363 360 341

1-C,Ho(48 = 3) (39%4) | 400 360 352 341 321

t- CH; /(28 % 3) 4020 . | 361 354 334 314

CsHs(allyl)(171 £ 3) (164£6) | 368 318 311 309 302

C3H; (propenyl) (267 + 3) 465 421 414

C4H; (isobutenyl) (138 + 3) 373

CsH7 (methylallyl) (158 = 3) 375

C3Hj; (propargyl) (351 @ 2) 384 333 326 322

CaHs (methylpropargyl) (313 £ 2) 385

Ce¢Hs(phenyl) (341 + 4) 475 436 428 423 408

CeHsCHy(benzyl) 207 £4) (200£ 6) | 375 324 318 317 309

error of a factor of 10 in these quantities at room temperature and a factor of 2 at 1000 K.
Correspondingly an error of 21 kJ/mol will lead to an error of 4 orders of magnitude at room
temperature and a factor of 10 at 1000 K. This is a direct reflection of the logarithmic
dependence of the rate and equilibrium constants on the thermodynamic functions. It is clear
that the accuracy that are now attainable is probably sufficient for higher temperature
applications but is still somewhat unsatisfactory for room temperature use.

B: Kinetic Stability: The kinetic stability of hydrocarbon molecules and radicals that are
consistent with the thermodynamics are summarized in Tables 3-4. Table 3 contains
experimental data on the decomposition of a number of simple alkanes and alkynes and are the
results of single pulse shock tube studies. They have been a major factor in the development of
the results given in Table 2. Some noteworthy factors are the following: (a) It can be seen that
at the high temperature end of the experimental studies, for a particular type of reaction the A-
factors do not vary greatly except for the influence of reaction path degeneracy and differences
in rate constants are largely due to activation energy changes. (b) It is possible to discern a
difference in the A-factors for the cases where alkyl radicals are formed as opposed to the
formation of a resonance stabilized radical. This difference is explicable in terms of the stiffer
structure of the latter. (c) Over the entire temperature range, for the bond breaking reaction of
alkanes there is a negative curvature of the Arrhenius plot. This is much larger for the most
highly substituted hydrocarbon. Actually, the lowest temperature results are derived from the
conversion of the combination rate constants to the dissociation values through the equilibrium

Table 3: Summary of rate expressions for the decomposition of some alkanes and alkynes
Reaction Rate Expressions

Alkanes 1000-1200K

k(iC3H7-tC4Hg=> iC3H; +tC4Hg) 2.5x10"exp(-36800/T)s™!
K(iCH3-tCsHg=> CH; +tC,Ho) 1x10"7exp(-41100/T)s™
k(CzHstCsH 1,=> C;H s +1CsH, ) 6x10'°exp(-38800/T)s’
k(iC3H7-tCs H 1, => iC3Hy +tCs Hyy) 2.3x10'%exp(-35900/T)s™!
k(sC4Ho-tCsHg=> sC4Ho +tCaHo) 3x10'Sexp(-36400/T)s™!
k(sC4Hg-sCaHo=> sCsHyg +sC4Hy) 3.5x10"%exp(-37900/T)s”!
k(cCgH11-tCsHo=> ¢CsH, +tCsHo) 3x10'®exp(-37400/T)s"!
K(tC4Ho-tCsHo=> tC4H o +1C,4Hs) 3x10'%exp(-34500/T)s™

Alkynes 1000-1200 K

k(HCCCH,-nC;H7=> HCCCH, +nC;H5) 8x10"exp(-36300/T) 5™
K(HCCCH,-iC4Hg=> HCCCH, +iCsHg) 1.2x10'%xp(-36700/T) s™!

k(CH ;CCCH,-nC3H7=>CH;CCCH; +nC3Hy) | 1.5x10'%3xp(-36800/T) 5™
k(HCCCH;-sCsHo=> HCCCH, +sC4Ho) 8x10"exp(-35000/T) 5™
k(HCCCH,-iC3H7=> HCCCH, +iC3Hy7) 5x10"xp(-34800/T) 5™

Alkanes 300 — 1200 K ]
k(C,H;5-C,Hs=>2 C;Hs) 4.4x10%(1/T)* exp(-44441/T)s™
k(iC3H7-iCsHy=>2 iC;Hy) 1.6x103'S1/T)4'zex (-43897/T)s™
ExC4H9-tC4H9=>2tC4H9) 5.5.4x10°%(1/T)**exp(-41065/T)s "
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Table 4: Derived rate expressions for radical decombosition, based on thermodynamics and
rate constant for addition 300 —900 K

Reaction Rate Expressions s Rate Constants at 750 K's™
nC;Hr=C,H, + CH, 1.2x10 exp(-15260/T) 1.8x10°

sC4Ho= G3H, + CH, 9x10"2exp(-14770/T) 2.5x10*

iCsHy = C3H, +H 2.6x10%exp(-18730/T) 3.7x10

$CqHo= 1-C4H, +H 1.3x10"exp(-18320/T) 3.2x10°

sCaHs= c-C Hg +H 4.2x10 "exp(-17500/T) 31x10°

sCsHo= t-C4Hg +H 4.7xlOIJexp(-l7lOO/1") 58 xlO2

tC4Ho= C4Hg +H 8.5x10 "exp(-18900/T) 9.7 x10

constant. Rate constarits are in fact so small that they are not measurable and thus physically
meaningful. The relative invariance of the A-factor at the higher temperatures is in contrast to
the situation at the lower temperatures. The consequence is that with the existing data base on
thermodynamics and decomposition kinetics it should be fairly straightforward to predict rate
constants for decomposition of simple hydrocarbons.

Table 4 contains rate expressions for the decomposition of a number of alkyl radicals(12).
The experimental data set of rate expressions for the decomposition of the larger alkyl radicals
are unsatisfactory. Even for the same system rate expressions can be widely divergent. The
situation is much better regarding rate constants. For such studies radicals must generated in
situ. Furthermore it is likely that many of the studies are in the region where energy transfer
effects make significant contributions. However at somewhat lower temperatures there exist
very good data on radical addition to olefins or the reverse of the decomposition reaction.
Combination of this data with the equilibrium constants leads to rate expressions for
decomposition. A check is offered through a match of the rate constants for decomposition at the
experimental decomposition temperature. The results on H-bond cleavage is indicative of the
effect of methyl substitution. Reaction pathway degeneracy must also be considered. We have
also found that the effect of methyl substitution on C-C bond cleavage is very similar to that for
the stable compounds (13).

CONCLUSION

Experimental studies have now led to highly accurate values for the thermodynamic and
kinetic stability of a large number of hydrocarbon radicals. The techniques that have been
employed are extensible to other systems. There is the need for such measurements for many of
the larger highly unsaturated radicals with or without resonance stabilization. The increased
accuracy requirements under ambient conditions mean that there is still a need to reduce
uncertainty limits in all cases. In combination with rapidly developing theory, the expectation is
for increasingly accurate predictions of the properties of reactive hydrocarbon systems.
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CLIMBING MOUNT PSI: THE LEVEL OF THEORY NEEDED TO OBTAIN 1 KCAL/MOL
ACCURACY IN THERMOCHEMICAL PROPERTIES
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P.O. Box 999, Richland, Washington 99352

ABSTRACT

A variety of molecular properties, including atomization energies, bond lengths and harmonic
vibrational frequencies were computed for more than 80 experimentally well-characterized molecules,
many of which were taken from the Gaussian-2 and G2/97 collections. This body of data was stored in
the Environmental Molecular Sciences Laboratory Computational Results Database and was
subsequently analyzed to determine the sensitivity of each property towards the electron correlation
treatment and the quality of the underlying Gaussian basis set. In light of the importance of the basis set
in limiting the ultimate accuracy of the theoretical predictions, a wide range of correlation consistent
basis sets (including, in some cases, up through aug-cc-pV6Z) was used. These were combined with
five popular levels of theory, ranging from simple Hartree-Fock theory up through coupled cluster
theory. The importance of core/valence, scalar relativistic, atomic spin-orbital effects and more
extensive correlation recovery were also examined in terms of their impact on agreement with
experiment. All of these effects can contribute on the order of 1 - 2 kcal/mol or more to quantities such
as a heat of formation.

L. INTRODUCTION
The accuracy of five widely-used electronic structure methods in reproducing experimental
atomization energies (ZD,), electron affinities, proton affinities, ionization potentials, vibrational

frequencies and geometries were recently examined by Feller and Peterson.!  Methods included
Hartree-Fock (HF) theory, second- and fourth-order Mwller-Plesset perturbation theory (MP2 and MP4),
coupled cluster theory with single and double excitations (CCSD) and coupled cluster theory with a
quasiperturbative treatment of triples (CCSD(T)). In addition to the raw errors resulting from each
specific (method/ basis set) pair, an attempt was made to assess a given method’s intrinsic error, i.c. the
deviation with respect to experiment in the limit of a complete |-particle basis set.

Throughout the development of quantum chemistry, up until the early 1990s, the primary sources of
error in most electronic structure calculations were more-or-less evenly attributable to relatively poor
quality basis sets and an inadequate treatment of the electron correlation problem. However, following
the development of the correlation consistent basis sets2-5 it became possible to exploit the regularity of
these basis sets to perform an effective extrapolation to the complete basis set (CBS) limit. This was
accomplished by fitting results obtained from successively larger and larger basis sets with one of a
number of simple functional forms. Feller and Peterson examined three extrapolations. The first of
these is the empirically motivated exponential form, given for total energies by the expression:

E(x) = Ecps + be"® o
where x is an index associated with each basis set, x=2 (DZ), 3(TZ), 4QZ), etc.6-10 The second is a
combined Gaussian/exponential function: | 1,12
' E(x) = Ecps + be"(*1) + ce-(x-1)**2 )
And, the final expression is:

E(lmax) =Ecps + b/(lmax +1)4 03]
where /iy is the maximum angular momentum present in the basis set.13 For second and third row

correlation consistent basis sets, x (eq. 1) = pax (€q. 2).
II. PROCEDURE

Most geometries were optimized with a gradient convergence criterion of 1.5x10-5 Ep/a,,
corresponding to the "tight" criterion defined in Gaussian-94,14 using the same level of theory as was
used in evaluating the desired property. For example, CCSD(T) thermochemical properties were
evaluated at the optimal CCSD(T) geometries. A looser convergence criterion of 1.0x10-4 Ey/a, was
necessary for the largest basis set CCSD(T) optimizations.

Unless otherwise noted, open shell energies were based on unrestricted Hartree-Fock (UHF) zeroth
order wavefunctions and were performed with the Gaussian-94 program.14 Orbital symmetry and
equivalence restrictions were not imposed in atomic calculations. Closed shell CCSD(T) calculations
were performed with MOLPRO-9715 and Gaussian-94. CCSDT calculations were obtained from ACES
11.16 All calculations were performed on a 16 processor Silicon Graphics, Inc. PowerChallenge, a 32
processor SGI Origin 2000 or an SGI/Cray J90 at D.O.E.’s National Energy Research Supercomputing
Center. The largest CCSD(T) calculation reported in this study included 734 functions. As in the
previous study, results were stored and analyzed using the Environmental Molecular Sciences
Laboratory (EMSL) Computational Results Database,17 which currently contains over 32,000 entries.

Atomization energies were corrected for the effects of core/valence (CV) correlation (which is not
included in normal frozen core calculations run with programs like Gaussian) by performing all electron
calculations with the cc-pCVQZ basis sets,which are specially designed for this purpose. The s pairs of
electrons for third period elements was treated as frozen cores.

Atomic spin-orbit and molecular/atomic scalar relativistic corrections were also appended to our
nonrelativistic atomization energies and are denoted AEgq and AEgp, respectively. The former account
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for the_improper description of the atomic asymptotes, since atomic energies determined by our
calculations correspond to an average over the possible spin multiplets. In some cases, such as the 2I1
stat_eg of molecules like CH and OH, there is an additional molecular spin-orbit correction due to the
splitting of the 2IT1 and 2[Jj states. Spin-orbit corrections were taken from the atomic and molecular
values reported by Dunning and coworkers,10:12 which are based on the experimental values of
Herzbergl.g and Moore.19 Scalar relativistic corrections were obtained from configuration interaction
wavefunctions including single and double excitations (CISD) using the cc-pVTZ basis set. The
CISD(FC) wavefunction was used to evaluate the dominant ]-¢lectron Darwin and mass-velocity terms
in the Breit-Paul Hamiltonian.

. Our results will be compared to experimental atomization energies extrapolated to 0 K, both with and
without zero point energies (ZPEs), i.e. ZDo(0K) and ID.(0K), respectively. A majority of the
experimental data used in this report was taken from the NIST-JANAF Tables (4th. Edition)20 and
Huber and Herberg.2! Our zero point energies were based on harmonic CCSD(T) frequencies.

IIL RESULTS
Table 1 contains representative comparisions between CCSD(T) values of ID, and the
corresponding, best available experimental values. The three right-most columns contain the

differences with respect to experiment for the three CBS estimates, eqs. 1 - 3. For most of the 80
molecules the convergence in the frozen core binding energies is slow enough that fairly large basis sets
are required. Of all the methods tested, only CCSD(T) shows continuous improvement in the level of
agreement with experiment as the basis set size increases. If a double zeta basis set is largest that can be
afforded, MP2 actually gives better statistical agreement with experiment.

In general, the errors arising from the use of ZPE = 1Zw, where © are harmonic frequencies obtained
from CCSD(T) calculations, is relatively small. The mean absolute deviation with respect to
experiment, epap, for frozen core CCSD(T) is ~1.5 keal/mol, with worse case errors as large as 4.5
kcal/mol. This value includes adjustments for atomic spin-orbit effects. Core/valence corrections range
from essentially zero to as much as 7.1 kcal/mol, and can be of either sign. By including core/valence
corrections émap, drops into the 0.7 - 0.8 kcal/mol range. Relativistic corrections produce no overall
change in eppp, but did reduce the maximum errors. Although scalar relativistic corrections tend to
decrease the binding energy, they can be of either sign and vary from near zero to 2.4 kcal/mol.

A correction should also be applied for the difference between CCSD(T) and full CI. Very little is
known about this difference because CCSD(T) recovers such a large percentage of the correlation energy
that determining energies with even greater accuracy is a very difficult task. We recently examined the
impact of higher order correlation effects on the dissociation energies of HF, N, and CO. Among the
higher order methods examined were two variations of coupled cluster theory (CCSDT and CCSD(TQ))
and two approximations to full configuration interaction. Again, basis sets were chosen from the
correlation consistent family of basis sets, with the largest being the aug-cc-pVQZ set. Polarized
valence double zeta quality basis sets were found to yield corrections that differed substantially from
larger basis set results. At the double zeta level, higher order corrections increased the binding encrgies,
whereas calculations with triple and quadruple zeta basis sets gave the opposite effect. Although the
absolute magnitude of the higher order corrections was small for these diatomics, they were nonetheless
significant in light of a target accuracy of + | kcal/mol. Among molecules composed of first-through-
third period elements, such as those in the G2 and G2/97 collections, the contribution to ZDq from
higher order correlation effects could easily exceed 1 kcal/mol. CCSD(TQ) often overestimated the
higher order cormection, sometimes exceeding the estimated full configuration interaction result by a
factor of three.

Normally, because CCSD(T) is based on only a single reference configuration, it would not .be
expected to describe transition states very well. However, for some transition states, where the Hartree-
Fock configuration still consititutes a significant component in the transition state wavefunction,
CCSD(T) may perform as well as explicit multireference methods like configuration interaction (CI).
The transition state for the reaction HyCO — Hj + CO has been obtained with a wide assortment of
theoretical methods. Compared to complete active space CI, CCSD(T) does a good job of predicting
the barrier height and is far less costly.

VII. CONCLUSIONS

CCSD(T) atomization energies were computed for a set of 80 molecules with reliable experimental
data. Basis sets were taken from the augmented correlation consistent family and represent some of the
largest Gaussian basis sets currently available. By using any of the three complete basis set
extrapolations (eqns. 1 - 3), it is possible to enter a regime where core/valence, scalar relativistic, atomic
spin-orbit, anharmonic ZPE effects or higher order correlation effects can become as important as the
remaining error due to the use of finite basis set. Failure to account for any one of these effects can lead
to errors on the order of several kcal/mol or more in particularly troublesome cases. On the other hand,
in fortunate cases some of these corrections can nearly cancel. The overall mean absolute deviation is
below 1 kcal/mol.

Although CCSD(T) suffers from some of the same limitations as other single-reference methods, it is
currently the most accurate ab initio electronic structure technique that can be applied with large basis
sets to small molecules. Coupled cluster theory without the inclusion of triple excitations was found to
be frequently less accurate for atomization energies than second order perturbation theory. CCSD(T) is
not capable of describing large regions of most potential energy surfaces, but nonetheless it may do quite
well for certain transition states.
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Table 1. Contributions to CCSD(T) Atomization Energies (kcal/mol) for a Selected Subset of the G2
Molecules.?
ZPE Expt. Atom. Expt. ZDg Emmo wurt.  Expt

r
Molecule  ID. 1x@; ZPE AEcy AEgp AEgo (0K) Mixed

Exp.
CHs (1Aap) 4189 278 7746 1.3 02 0T 392501 04  -04 03

H0 (JA) 2325 135 133 05 -03 02 219356001 -04 06 -04
HF(lgh) 14 59 59 02 02 04 1352202 01 01 -01
SiHp (1A7) 1536 73 73 00 -02 -04 1444£07 13 13 15
HCl(gh 1070 43 42 03 02 08 10224%05 -02 00 0l
co(lzt 2582 31 31 09 02 -03 252+02 07 0.7 -05
Np(lggh) 2261 34 34 10 01 00 2251404 -15 -1l -08
SOy (lap 2576 39 44 10 09 -10 2540%02 -12 03 04
Ch(lzgh 88 08 08 02 +07 -17 57184001 00 04 07

Zm ax

The atomic asymptotes were described with the UCCSD(T) method. The column labeled “ED,” contains complete basis set
estimates based on aug-cc-pVTZ through aug-cc-pV6Z basis sets. Theoretical zero point energies were obtained from
CCSD(T) calculations. Errors for the exponential, mixed and 1/¢;,, CBS atomization energies (EDg), which appcar in the
three right-most columns, were computed as the difference between the theoretical value, defined as: E[CCSD(T)(FC)/CBS])
- 1Zvj + CV + scalar relativistic + atomic/molecular S.0. and the bolded experimental value. For diatomics with a nonzero

molecular spin-orbit contribution, ¢.g. OH (21'I), the sum of the atomic and molecular contributions is included in AEgq.
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INTRODUCTION

Radical disproportionations are well known radical destroying processes. The reverse
reaction, accordingly, generates free radicals e.g. from an alkene and a hydrocarbon:

disproportionation
2 CH;~CH, —— = CH;—CH; + CH,=CH,
reverse radical

disproportionation

Despite a few early references (1) the scope and the mechanistic details of reverse radical
disproportionations (retrodisproportionations) have been investigated only recently. In this
context it was suggested that reverse disproportionations are important components to the
complex network of reactions which are responsible for coal liquefaction processes (2) but
also to synthetic dehydrogenations by quinones (3) or nitro compounds (4).In addition there
is evidence which supports the assumption that NAD(P)H-reductions in the cell are initiated
by reverse disproportionation (1,3).

EXPERIMENTAL
The methodology and the materials were described previously in detail (5).
RESULTS AND DISCUSSION

The mechanistic study which was performed in our laboratory concentrated in the
beginning on the reactions of 9,10-dihydroanthracene (DHA), xanthene, acridane and N-
methylacridane and a series of similarly structured hydrocarbons with weak C-H-bonds and
a-methylstyrene as hydrogen acceptor. Then, in addition, a series of substituted styrene,
cyclic dienes and aromatic hydrocarbons like azulene or polyacenes were included. These
reactions are performed generally in the temperature range from 200 -~ 350° C. The
reactions lead usually to quantitative transformations of starting materials. From this
investigation, which will be reviewed briefly in this preprint, the three-step non chain radical
mechanism of Scheme 1 was suggested

If the radicals formed from the donor in step 1 cannot disproportionate, alternative
termination reactions are observed, frequently by participation of the solvent. In the case of
styrene as an acceptor the DHA-derived radicals do add to another styrene molecule and a
formal addition product of DHA to styrene is isolated (an-reaction) (6).

The following results support the suggested mechanism:

. 1. When the H-donors are varied, logk decreases proportionally with the increasing C-H-

bond strength (Polanyi-relationship)

2. The activation enthalpies AH* are a few kcal smaller than the reaction enthalpies of the
rate determining retrodisproportionation step and they correlate linearly with each other
(thermochemical kinetics) (7).

3. Solvent effects are small (<factor 10) and they do not correlate with solvent polarity.

4. Polar substituents in the acceptor (subst. a-methylstyrenes) or donor (xanthene or
acridane vs. DHA or substituted DHA) are also smail (< factor 10).

5. When deuterated donors are used no deuterium incorporation into the starting acceptor
is found in most examples proving that step 1 is irreversible. The kinetic isotope effects
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in these experiments k(H)/k(D) are close to the maximal expected values at a given
temperature. ,

6. The observation of an isokinetic relationship over a wide range of reactivity supports the
assumption that no change of mechanism is occurring within this series.

7. The existence of free radical intermediates and their structures are shown by epr, by
spin trapping, by radical clock experiments and by the observation of other radical
rearrangements e.g. the azulene - naphthalene rearrangement (8).

A phenomenon which may be of importance in coal liquefaction processes is the
observation that the H-transfer reaction of e.g. DHA to a-methyistyrene is strongly
enhanced by the addition of a hydrocarbon with a weaker C-H bond (e.g. 7H-
benz(de)anthracene) which is not used up during the overall reaction. This reaction,
therefore, can be performed at temperatures as low as 200 — 230° C instead of 300° C
when a ,catalyst of this type is added (9). Fullerenes like Cy or C,, are transfer
hydrogenated with DHA in a specific way to the partially hydrogenated products
CeoH1s.CeoHas and C,,Hy (10). The mechanistic criteria discussed above apply also to
quinone oxidations of acridanes or N-subst.-nicotinamides. This .suggests, that
biochemicals NAD(P)H-reductions are also initiated by retrodisproportionation.

CONCLUSIONS

Retrodisproportionations are a class of important free radical reactions which have been
unduly neglected for a long time. They are responsible in particular for high temperature
hydrogen transfer reactions e.g. in coal liquefaction processes and their mechanisms are
well understood now. The quantitative kinetic investigations should allow predictions for
simulations of complex high temperature radical reactions of hydrocarbons.
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HYDROGEN ATOM ABSTRACTION BY TRANSITION METAL COMPLEXES

James M. Mayer, Justine P. Roth, Mark A. Lockwood, Kun Wang
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Seattle, Washington 98195

ABSTRACT

A key step in many oxidation reactions is hydrogen atom abstraction by a metal-
containing reactive site. We have examined oxidations of alkanes and alkylaromatic compounds
by metal-oxo compounds and metal coordination complexes, including chromy! chloride
(CrO,Clp), permanganate, manganese p-oxo dimers, copper(Ill) compounds, and iron(IlI)-
diimine complexes. The data indicate that many of the reactions proceed by initial hydrogen
atom abstraction to give the hydrocarbyl radical. Addition of H- to the metal complex occurs
with protonation of a ligand and one-electron reduction of the metal center. For example,
{(phen);Mn(p-0);Mn(phen);]3* is reduced first to [(phen);Mn(u-O)(u-OH)Mn(phen);]13* with
protonation of a bridging oxo group. The rates at which these reagents abstract H- are
quantitatively related to their thermodynamic affinity for H- { in other words, the strength of the
O-H or N-H bond they form. On this basis, there are strong analogies to well-known organic
radical chemistry, even though the oxidants may not have any radical character. In efforts
toward a more detailed understanding of H-atom transfer, studies are ongoing of hydrogen-atom
self exchange rates.

INTRODUCTION

The oxidation of hydrocarbons often involves initial abstraction of a hydrogen atom to
form a carbon radical (eq 1). This occurs in combustion reactions and in a range of industrial
partial oxidation processes, many of which are done on an enormous scale. Hydrogen atom
abstraction is also implicated in a variety of biochemical processes and is increasingly valuable
in organic synthesis. The abstracting agent in H-atom transfer reactions is typically a reactive
main group radical, a species with at least one unpaired electron spin. For this reason, H-atom
transfer is classified as a “radical reaction.”

R-H + X» —» Re + H-X )]

The current understanding of rates of hydrogen abstraction by radicals is based not on
radical character but on the enthalpy of reaction.' This was first enunciated by Evans and
Polanyi in the 1930s. The enthalpy change (AH) for reaction 1 is simply the difference between
the strength of the R~H bond being cleaved and the strength of the H-X bond formed.
Activation energies E; (and rate constants logk) correlate closely with AH when comparing
similar radicals. This is reminiscent of the Marcus-Hush theory of electron transfer, in which
rates correlate with driving force as long as reagents of similar intrinsic barriers are compared.
Different classes of radicals fall on different correlation lines. The standard explanation for this
is termed polar effects, a result of the overlap of the half-occupied frontier orbital of the radical
with the HOMO and LUMO of the C—H bond.

We have been exploring hydrocarbon oxidations by transition metal complexes, many of
which proceed by He transfer to a ligand on the transition metal (eq 2). The presence or absence

R-H + X-ML, - Re + H-X-Ml, 1))

of unpaired electrons in such complexes does not correlate with reactivity and therefore cannot
be used to understand H- transfer. So instead of looking at the spin state of the metal complex
M(X)Ly, it has often been assumed that there is a requirement for radical character at the ligand
that accepts the H (X in eq 2). We find that the metal reactions are predominantly influenced by
the ground state thermodynamics (the AH) rather than by radical character. Similar conclusions
have recently being reached for hydrogen atom transfer between alkanes and alkenes (and related
reactions).” We are now beginning to explore what is meant by the phrase similar radicals when
the abstractor is not a radical. [An experimental section is not included here; the reader is
referred to the original, peer-reviewed literature for such information.5.7.8)

RESULTS AND DISCUSSION

The oxidation of alkanes by chromyl chloride, CrO;Cl; (e.g., eq 3), is known as the Etard
reaction and dates from the nineteenth century. In the 1960s, Wiberg and co-workers argued
convincingly for organic radical intermediates (though other mechanisms have been discussed).”
Organic radicals have also been implicated in the oxidations of alkylaromatic compounds by
permanganate. Detailed mechanistic studies in our labs® have indicated that both types of
reactions occur by initial hydrogen atom transfer (e.g., eq 4).
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Cl 0
O + Cro,Cl, —»——> L + + + o, 3)
-7 aq KI

PhCH; + BBuyN*MnO4 — [PhCHp* + "BuyyN*HMnO4] —— @

Hydrogen atom abstraction by CrO,Cly and permanganate was at first surprising because
these are dO, closed-shell species, with no unpaired spin density. Their reactions are better
explained on the basis of the strength of the bond they can make to H., which can be calculated
by a thermochemical cycle (Scheme 1).%¢ For permanganate, the value derived is 80 kcal/mol.
As shown in Figure 1, the rate constant for hydrogen abstraction from toluene for permanganate
is close to what would be predicted based on the Polanyi correlation of rates with driving force.

Scheme 1. MnOy, (aq) + € —_— MnO4Z' (aq)
. L Ee=o0s64v
1/2 H; (g) —>» Hi(aq) + ¢
MnO,” (aq) + H' (ag) — > HMnO, (aq)  pK, = 7.4
He (ag) —» 1/2H;(g) C = -57 =2 kcal/mol
MnO4 (aq) + He (aq) ——» HMnO4 (aq)  AH® = -80 3 keal/mol

Figure 1 logk vs. O—H bond strength for reactions of toluene with "Bus;NMnQ, and RO-.

In principle, any active site with affinity for H- { that is, an affinity for both an electron
and a proton { should be able to abstract hydrogen atoms from a substrate. And the rate constant
for H-atom transfer should be roughly predictable from the Polanyi correlation illustrated in
Figure 1. Our first efforts in this direction involved the dimanganese di-p-oxo complex [Mn(p-
O)z(phen)s]3+.” Redox potential and pK, measurements yielded the O—H bond strengths in eqs 5
and 6 (using a variant of Scheme 1). As predicted from this bond strength, [Mnjy(-
O)2(phen)s]3+ oxidizes dihydroanthracene (DHA) to anthracene in high yield over 11h at 55 C
(eq 7; traces of anthrone and anthraquinone are also formed). Kinetic and mechanistic studies’
indicate a pathway of initial hydrogen atom abstraction from the weak C-H bond, with a
deuterium isotope effect kpya/kg,,-pHA 0f 4.2 £ 0.3 at 55 °C and formation of bifluorenyl and 9-
fluorenone from fluorene.

-79 kcal/mol

Mn(u-O),MnL,]3* + He
[E,Mn(u-O),MnL,] MeCN

»  {L,Mn(u-O)(-OH)MnL,** 3)

-75 keal/mol
—_—

[LoMn(u-O)(h-OF)MnL, " + He —— =0

{L,Mn(u-OH),MnL,[** )

55C
((phen);Mn(p-O)Mn(phen),]** + @‘@ MeCN
{(phen);Mn(p-OH)Mn(phen),]** + (7%

9
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Hydrogen atom abstraction has also been observed for an iron(IIT) complex,? as shown in
equation 8. Complex 1 has an affinity for an electron, because the Fe3* center is oxidizing, and
an affinity for a proton, because one of the biimidazoline ligands is deprotonated. The measured
E and pK, values translate into an affinity for H- of 76 + 2 kcal/mol. H-atom abstraction
reactivity is perhaps surprising in this case because the proton accepting site is three bonds
removed from the redox active iron.

HN-\ 2+ HN- 2+
HN{I&N '_‘—| {I'MTTW.\N’_‘NZI

N.. Nz
o
Py rm::fu\ INH + O‘O MeNCN,> 2 . r\N\j_:INH + CEiO
=N 2 HN"~#N, 8)
™ Y (
1 2

Figure 2 plots the rate constants for hydrogen abstraction from DHA versus the strength of
the O-H or N-H bond formed for oxygen radicals, permanganate, the manganese p-oxo dimers,
and the iron complex 1. Remarkably, the rate constants for the metal complexes the are within a
factor of 102 of the values predicted by linear extrapolation of the values for tBuO- and $¢¢BuQQO-
(Figure 2). This is a one-parameter fit of the rate constants, based only on the ground state
affinity of the oxidant for He. While it is not yet known how general a result this will be, it seems

clear that analyzing a hydrogen transfer reaction should start with the relevant bond strengths.
Figure 2. logk vs. X~H bond strength for H-atom abstraction from dihydroanthracene.

Viewed from another perspective, the rough success of the correlation in Figure 2
indicates that 'BuOs, s¢¢BuQ;¢, and the four metal complexes behave as “similar radicals.” We
are now trying to understand what makes these oxidants are similar. A frontier orbital/polar
effect argument is difficult to make, as the orbital patterns of the metal complexes are varied and
quite different from that of the oxygen radicals. A polar effect rationale would also incorrectly
predict that the iron complex would not correlate with the others, because it has a nitrogen rather
than an oxygen as the atom that receives the hydrogen. An alternative possibility, following
Marcus theory, is that these reagents are similar because they have similar intrinsic barriers. To
explore this view, we have been studying the possible hydrogen atom self-exchange reaction
between iron complexes 1 and 2. The oral presentation will describe recent results, and discuss
the possibility that intrinsic barriers and polar effects are both needed to understand H-atom
transfer reactions.
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THERMODYNAMIC AND KINETIC STUDIES OF REACTIONS OF THIOLS, DISULFIDES,
SULFUR, AND HYDROGEN SULFIDE
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ABSTRACT

A range of SAT [sulfur atom transfer] enthalpies have been determined for reactions involving both
main group and transition metal compounds. These include sulfur atom transfer reactions to phosphine,
arsine and stibine', carbene’, and stannylene® compounds as well as insertion of sulfur into metal-
hydrogen® and metal-metal bonds®. Kinetic and thermodynamic studies of reactions of thiols®,
disulfides’, hydrogen sulfide®, and sulfur’ with complexes of chromium, molybdenum, and tungsten,
have also been performed. The choice of mechanism appears to depend primarily on the strength of the
sulfur-sulfur or sulfur-hydrogen bond that is broken, but also can be changed by ligand donor ability of
the sulfur compound.

L. INTRODUCTION

The chemistry of transition metal sulfur complexes is important to a number of industrial and
biochemical processes.' Oxidative addition of the sulfur-sulfur and sulfur hydrogen bond to metals play
a fundamental role in these reactions. Thermochemical data for these reactions are rare in spite of their
importance. In addition, there are relatively few mechanistic studies of reactions with transition metal
complexes in solution of the simple sulfur reactants H,S and S;."" The mechanisms and energetics of
these reactions may lend some insight into possible heterogeneous reactions of the same substrates.

II. PROCEDURE

Enthalpies of reaction have been measured by reaction calorimetry using either a Setaram Calvet
Calorimeter or Guild Solution Calorimeter using techniques described in detail elsewhere.' Kinetic
studies were performed using a flow through FT-IR microscope/reactor system that has also been
described in the literature’®. Reagents, solvents, and gases were all carefully purified using standard
techniques.

ITI, RESULTS
' The enthalpies of reaction with chalcogen donors [ Y =S, Se, Te] have been measured for a range of
R,E complexes {E =P, As, Sb] according to eqn. (1) in toluene solution at room temperature:

R,E(soln) + E(solid) > R,E=Y(s0ln) Q)]

For 1/8 S these data span over 32 kcal/mole depending on R and E. The heavier donor atoms As and Sb
are labile enough to measure directly sulfur atom transfers such as those shown in eqn.(2):

-R,Sb=8 + PR, = R,Sb + S=PR, 2

These data provide additional checks on the thermochemical data. They also provide a basis for direct
measure of single S atom transfer reactions using R3Sb=S or R3As=S which in some cases are more
selective than sulfur; as discovered by Jason® . The organostannylene comglexes LSn [ L = Megtaa =
octamethyldibenzotetraaza[14]annulene] prepared by Kuchta and Parkin™ also react directly with
chalcogens and chalcogen atom transfer reagents to form the LSn=Y complexes. Enthalpies of addition
to and subtraction from chalcogens at the Sn‘II) center are in the expected order Se < S. The stable
carbenes prepared by Arduengo and coworkers™ also undergo clean S atom transfer:

R,Sb=8 + RC = R,Sb + R,C=8 3)

The enthalpies of S atom transfer to the carbene carbon are more exothermic than to the stannylene tin.
The crystal structures of two of the R,C=S complexes have been determined. There is a correlation
between the structures, the enthalpies of sulfurization, and also the enthalpies of binding to metals of the
carbene and stannylene ligands.

The enthalpies of insertion of a single sulfur atom into the metal-hydrogen bonds have been
determined as shown in eqn. (4):

H-M(CO),C.R; + R,Sb=S > H-S-M(CO),C,R; + R,Sb “)
These data allow estimation of the M-SH bond strength which follows the order Cr < Mo <W.,
Desulfurization by phosphines of the metal sulfhydryl complexes occurs in some cases as shown in
eqn.(5), in keeping with thermochemical predictions:

H-S-M(CO),CR, + PR, >  H-M(CO)LC,R, +  RP=S 5)

Reaction (6) between two moles of the 17 electron stable chromium centered radical and triphenyl
antimony sulfide occurs cleanly as shown:

2 «Cr(CO),CMe, + R,Sb=S 2 CMey(CO),Cr=5=Cr(C0),C,Me;, + R,Sb + 2CO ©6)



The enthalpy of reaction (6) has been measured and used to estimate the energy of “embedding” a single
S atom in the multiply bonded bridging sulfido complex.

The stable transiton metal radical *Cr [*Cr = *Cr(CO),C,Me; ] provides a good area for study of the
mechanisms of reaction of a transition metal radical fragment with organosulfur substrates. Earlier work
has shown a variety of mechanisms for reactions of thiols® and disulfides’. This work has been extended
to include H,S and S,. Reaction of hydrogen sulfide with the radical species is much faster than
analogous reactions of thiols. Initial oxidative addition of one sulfur-hydrogen bond occurs as shown in
eqn. (7):

2 «Cr(C0O),C;Me; +H,S > H-Cr(CO),C;Me; + HS-Cr(CO),C;Me; )
The metal sulthydry] complex formed in the first step can be further attacked by two moles of radical:

2:Cr(CO),C;Me, + HS-Cr(CO),C;Me, -> H-Cr(CO),C;Me; + C;Me,(CO),Cr=S=Cr(C0),C;Me; (8)
+2C0

The mechanism of reaction (7) follows two pathways. Under pressure of carbon monoxide a third order
rate law is obeyed [first order in hydrogen sulfide and second order in metal radical]. At low pressures of
carbon monoxide, at higher temperatures, or under argon atmosphere, a second order rate law is obeyed
[first order in hydrogen sulfide and first order in metal radical]. Rate and activation parameters as well as
CO dependence are all consistent with rate determining ligand substitution to form the hydrogen sulfide
substituted radical complex shown in eqn. (9):

«Cr(CO),C;Me; + HS - CHHS)CO)CMe, + CO ©)

In spite of the fact that the equilibrium in eqn. (9) lies to the left, the hydrogen sulfide substituted radical
complex once formed can undergo rapid attack by a second mole of metal radical. Under appropriate
conditions the rate of oxidative addition occurs at the rate of ligand substitution itself. The small size of
hydrogen sulfide probably accounts for its increased ability, relative to thiols, to compete with carbon
monoxide as a ligand.

In a similar way, S; also shows a complex reactivity pattern with the chromium radical and depends
on carbon monoxide pressure. Kinetic evidence supports a pathway under argon atmosphere involving
steps shown in eqn.(10) and (11):

*Cr(C0O),C;Me; + Sy == oCr(n’-S)(CO),C;Me; + CO (10)
«Cr(n*-8)(CO),CMe, + +Cr(CO),C;Me, > S, + Cry(p-n’-8,)(CO)4(C;Mey), an

Formation of Cr,(p-n*-S,)(CO){(C;Me;), is clean under appropriate conditions and its enthalpy of
formation as well as desulfurization to Cr,(p- -S)CO),(C,Me;),have been measured.

VII. CONCLUSIONS

Some insight into factors determining the enthalpies of sulfur atom transfer and insertion as well as
the rates and mechanisms of related reactions have been determined. Considerable additional work is
needed before the understanding of inorganic sulfur reactions achieves the level of understanding
currently present in organic sulfur chemistry.
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INTRODUCTION

The transfer of hydrogen from metal-hydrogen bonds (M-H) to closed-shell molecules or free
radicals, from metal-activated organic structure (MC-H) and from metal-activated heteroatom-
hydrogen bonds (MS-H) are primary processes involved in catalytic hydropyrolysis of organic
structure. The characterization of the reactivity of transition metal hydride u- and c-bonds and
agostic M-H; bonds in fundamental catalysis steps is of wide interest. Whereas a substantial
body of data now exists describing the kinetics of reactions of alkyl organic free radicals with
main group hydrides (e.g., $-H', Se-H?, Sn-H and Si-H), few kinetic studies of the reactions of
transition metal hydrides®, and particularly hydrides involving novel metal bonding
arrangements, exist. Relatively few kinetic studies of the reaction of benzylic radicals with
either main group or transition metal hydrides exist. In previous work we have determined
families of basis rate expressions for abstraction of hydrogen atom by alkyl and benzylic radicals
from a variety of hydrogen donors for use in competition kinetic studies to measure rate
constants for homolytic molecular rearrangements related to coal and biomass hydropyrolysis.®
Recently, we have carried out kinetic studies to determine the homolytic hydrogen transfer
properties of hydrogen bonded in novel arrangements in metal clusters and other catalyst related
systems. In this paper, we review recent results from application of competition kinetic methods
to determination of absolute rates of abstraction of hydrogen atom from M-H, C-H and S-H
bonds to the benzyl radical, where M = Mo, Os, Ru, Ir, and Rh.

KINETIC APPROACH

The kinetic:method used in studies in this laboratory to determine rates of reaction of stabilized
organic free radicals makes use of the competition of self-termination of the radical of interest
with abstraction of hydrogen from the donor (DH) of interest. The competition of self-
termination of benzyl radical to form bibenzyl (BB) versus hydrogen abstraction to form toluene
(Tol) is depicted in Scheme 1. Thus, photolysis of a convenient photoprecursor (DBK) to form
benzyl radical under conditions of constant rate of photolysis of DBK is followed by abstraction
of hydrogen to form toluene (kqs) versus self-termination (2k,) to form bibenzyl.

Scheme 1

Il k;
PhOH,-C-CHPh " _» PhCH,CO + PhCH, —» 2PhCH, + CO

(DBK) >330 nm
kabs
PhCHye + DH —-——»  PhCH; +D-
« (Tol)
PhCHye + PhCH,e —~* »  PhCH,CH,Ph
' (BB)
2k,
2De —_—— D,
Kat
PhCHye + De —~—» DCH;Ph
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The rate of formation of bibenzyl and toluene are given by the differential equations ([PhCHze] =
[Be]): '

ﬂTT(f(t)l=k,b,[DH(t)][B'] ?
a A .

. Note that for constant benzyl radical concentration and short extent of consumption of donor,
DH, integration of eq | and eq 2 yield expressions that are linear in toluene and bibenzy! with
time.

Combining egs 1 and 2, for DH(t) = DH(0) — Tol(t) leads to eqs 3 and 4:

J[_d[Tel(_fL,)=k,, (BB

[DH(0)]-[Tol(1)] k,
3)
BTy 7 ¥yv)
Tol(t) = DH,(1-e ** ( )) 0]

Eq. 4 provides the time dependence of formation of toluene in terms of self-termination product,
bibenzyl (BB), the elapsed time of the photolysis in seconds (At), the initial hydrogen donor
concentration, DHy, and the rate constants for abstraction, kaps, and self-termination, k.

At short extent of conversion of the donor, DH, and DBK, the exponent in eq 4 is small and the
expression reduces to:

k,, .
Tol(t) =D1-1w( J‘}cT(,IBB(r)J'A?)] . )

or
(Tonl  Jk,
kan = (DH,)VBBJA © ’

Short extent of conversion of photoprecursor, DBK, and hydrogen donor DH, results in constant
benzyl radical concentration and linear formation of toluene and bibenzyl with duration of
phototysis. If DBK is photolyzed at a constant rate of photolysis to short extent of conversion,
but the donor DH is appreciably consumed, the time dependence of toluene and bibenzyl
production will exhibit curvature described by eq 4. Providing values of k, are available for a ’
given solvent system, the method is a particularly convenient method for the determination of
rate constants for abstraction, Kaps, by stabilized radicals from donors.

Experimental rate constants for self termination of organic free radicals are available from the
work of Fischer and coworkers.® Rate constants can be estimated using the empirical method
recommended by Fischer using the von Smoluchowski equation (eq 7) with diffusion
coefficients derived from the Spernol-Wirtz modification of the Debye-Einstein equation (eq 8),
or estimated by measurement of the diffusion coefficient of a model of the radical of interest
(e.g., toluene for benzyl radical) in the solvent of interest by the Taylor method.”

2k, =(87/1000)0pD ;N )
D, =kT/6ar,nf ®

Ineq 7, N is Avogadro’s number, Dag is the diffusion coefficient of the radical A in solvent B, o
is a spin statistical factor describing the percent of singlet radical encounter palrs formed (1/4)
and p is the diameter of the diffusing radical. Eq. 8 is the Spernol-Wirtz (SW)® modification of
the Debye Einstein equation (f = SW microfriction factor, 1 is the viscosity of the solvent). A
number of the assumptions inherent in this semiempirical approximation are subject to challenge.
The assumption that 100% of singlet encounter radical pairs react in the solvent cage and the
assumption that the diffusion constants for the parent hydride can be used as a model’ for the
radical can be challenged. Empirically it has been established by Fischer and coworkers that
self-termination rate constants k. for small carbon-centered radicals in non-associating solvents
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can be estimated with errors less than about 20%. For benzyl radical in alkanes and in toluene,
the errors in estimation of the rate constant for self termination of benzyl are less than 15%.
Details of the procedure for estimation of values of k, have been presented elsewhere. For self-
termination of benzyl radical in benzene, the procedure provides the expression:

In(2k/M"'s") = 26.94 — 2733/RT, RT in calories. ©)
The competition kinetic method is must suitable for rate constants in the range 10°-10° M's™".

EXPERIMENTAL APPROACH

Samples of dibenzy! ketone (DBK), ~0.01 M, hydrogen donor, 10*-10% M, and internal gas
chromatography standard are dissolved in benzene in 5-mm x 6-cm diameter pyrex tubes. The
solutions are freeze-thaw degassed in three cycles and sealed on a vacuum line. The samples are
temperature-equilibrated in an aluminum block equipped with thermocouples in a temperature-
controlled oven equipped with a quartz window to allow photolysis. The samples are photolyzed
with the water-filtered light of a |-k W Hanovia high pressure xenon arc lamp for periods of 0.5
second to typically 30 seconds, to short extent (e.g., < 1-2%) of conversion of DBK and donor.
Samples are opened and the yields of toluene and bibenzyl are determined by gas
chromatography. Care is taken to ensure that the temperature of the sample remains constant
during the photolysis. To verify that equation (6) is appropriate, the time dependence of
production of toluene and bibenzyl is measured using constant lamp power levels and carefully
reproducible sample positioning. The use of eq 6 is appropriate for linear production of toluene
and bibenzyl, as predicted by eqs 1 and 2, where benzyl radical concentration is a constant. For
extensive conversion of donor, but constant photolysis rate of the photoprecursor, eq. 4 may be
employed. For very fast donors, where significant consumption of donor occurs, very short
photolysis times are necessary to operate in the linear range of toluene/bibenzyl concentration.
A Uniblitz computer-controlled optical shutter was employed to allow accurate, short photolysis
times. Hydrides were synthesized or purchased from Strem Chemical.'

RESULTS AND DISCUSSION

Rate expressions for hydrogen atom abstraction from a selection of osmium mono- and
trimetallic clusters were determined, as well as rate constants for ruthenium and rhodium
hydrides have been examined. Rate constants for reaction of benzyl radical with metal hydrides
in benzene are shown in Figure 1. The immediate observation is that p-bonding does not render
the hydrogen atom inaccessible to abstraction by benzyl radical. Structure 1 is only 2-10 times
less reactive than ¢ dihydride 3, and only a factor of ten slower than mixed o- and n-hydride 2.

Figure 1. Hydrogen Abstraction from Mono- and Triosmium hydrides. Rate constants are in
benzene at 298K.

CO co

\ /s €O co
3 ) O
0C-O3-Co oc-0¢-co <
PPh
OC\O M i oc 4 PPhy oc, ,H\ _co
OC// ~u” \\CO OC/OS\ /Os\—CO PhJP -0 \CO/ o .£o
oc co /" \Nco
oC co c co
k=64x10°M's"! k=84x10°M's! k=10x 10’
1 5
H C
N
Ph;P.,..Ol H oc. ,H\\ co
H OC
phyP” | S pphy ’ \CO/ 3 CO
co
oc’l “co
o
k=15x10* M5! k=3x10°M's! k=68x10°M's
3 4 6

The highly congested and electron deficient structure of 4 results in a rate constant an order of
magnitude less than 1. This rate constant is near the practical lower limit of the

441




termination/abstraction competition kinetic method, due to the formation of trace levels of
toluene in the absence of a hydrogen donor. In each of the above cases, steric congestion
appears to be an important factor in the observed reaction rates. The reaction of carbon
monoxide with 4 results in the formation of electron-precise compound 5 and the rate of
hydrogen abstraction increases by a factor of 3. The reaction of compound 4 with a more
electron-donating phosphine ligand to form compound 6, which is analogous in structure to 5
also results in a significant rate increase.

The above rate constants can be compared to the reaction of benzyl radical with ruthenium,
rhodium and iridium analogues 7-10.

Figure 2, Rate Constants, 298 K, for Reaction of Ruthenium and Rhodium Hydrides with
Benzyl Radical in Benzene.

i oo w1
LH .PPhy PPy
" ~ PP — N AN e
2 PPhy oc PP 3
PhyP |CO PPhy ot by o
k=1.6x 1°M s k=46x1°M's" k=38x1°M's! k=55x10"M's?
7 8 9 10

The ruthenium dihydride 7 is an order of rhagnitude more reactive than the osmium analogue.
Square planar 16-electron rhodium hydride 9 is nearly two orders of magnitude slower than 18-
electron hydride 8.

The importance of steric effects in the hydride systems becomes apparent by examination of
reactivity trends of transition metal hydrides with alkyl vs. benzyl radical. We have reported'' a
dramatic example of that of the molybdenum hydride, Cp*Mo(CO);H, Cp* = n’-
pentamethylcyclopentadienyl. At ambient temperature, the relative reactivity is found , for 1°: 2°
:3°: benzyl (see figure 3), tobe 26 : 7.0 : 1 : 1.4 at room temperature. The rate constant for
abstraction of hydrogen atom from the molybdenum hydride at room temperature by benzyl
radical in benzene is 1.4 x 10’ M"'s™. By comparison, the reaction of benzyl radical with
thiophenol (PhSH) occurs with a rate constant of 3 x 10° M5, nearly three orders of magnitude
slower than reaction of alkyl radicals with PhSH, the relative reactivity of 1°: 2°: 3° alkyl:benzyl
radicals is 1:0.9:1:0.027. That is, the molybdenum hydride has much greater selectivity than
thiophenol, even though the hydrogen transfer reactions are much more exothermic. This
observation underscores the complications in attempting to interpret the kinetic reactivity of the
transition metal hydrides.

Figure 3. Reactions of Primary, Secondary, Tertiary Alkyl Radicals and Benzyl Radical with
Cp*Mo(CO);H.
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©_CH2
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In related work, we have examined the kinetic reactivity of the thiyl (SH) functional group in
catalyst prototypes. Kinetic studies of the novel structure 11' in this laboratory have revealed
appreciable enhancement of the reactivity of the SH group in hydrogen atom abstraction
reactions involving stabilized free radicals (Figure 4). The rate constant for abstraction of
hydrogen from the n-SH hydrogen of 11, kyps = 2.5 x 10° M''s™ at 298K, shows an enhancement
by nearly a factor of ten over thiophenol (kg = 3.1 x 10° M'!s™!).
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The results illustrate the surprising effects on homolytic reactivity that can be imparted by
incorporation of the heteroatom function in the Mo,S4 cluster.

CONCLUSIONS

We have presented a preliminary account of characterization of the homolytic kinetic reactivity
of a selection of transition metal hydrides, including a selection of triosmium clusters that
include o- and p-bonding of hydrogen to electron-deficient and electron-precise (18-electron)
trimetallic clusters, and we have presented new rate constants for reaction of rhodium,
ruthenium, iridium and molybdenum hydrides. The results show that p-bonded hydrogen is
reduced only moderately in reactivity compared to o- bonded hydrides for non-fluctional
systems, in which migration of the hydrogen about the triosmium skeleton appears to be slow.
The rate constants are sensitive to steric bulk about the cluster, and are sensitive to the degree of
electron-deficiency or lack thereof. Work to characterize the reactivity of homolytic
intermediates arising from mononuclear and cluster organometallics is underway. Finally, this
work has provided quantitative insight into the homolytic reactivity of metal-hydrogen bonding
configurations in catalyst intermediates and a view of the enhancement of heteroatom reactivity
resulting from incorporation in small clusters.
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ABSTRACT.

Mechanistic kinetic modeling has been successfully used to elucidate the contributions of
strong bond scission by various competing hydrogen transfer pathways as a function of the
reaction conditions. The success of the MKM approach is limited by the availability and quality
of kinetic and thermodynamic data derived from either experimental and/or theoretical methods.
New and improved experimental methods to obtain quantitative information regarding the
thermochemical and kinetic properties of reactive intermediates in condensed phases will
facilitate the development new and improved mechanistic kinetic models. We have used time-
resolved photoacoustic calorimetry, employing the Layered Prism Cell (LPC), to measure the
chemical and physical properties of short-lived reactive intermediates in solution. The lifetimes
and thermochemical properties of reactive radicals in the presence of various hydrogen atom
donors will be presented and comparisons will be drawn to the literature.

INTRODUCTION.

Mechanistic Kinetic Modeling (MKM) is a useful experimental approach to quantify and
understand the important reaction pathways occurring in a complex reaction scheme. MKM
combined with traditional experimental and semi-empirical approaches have been used to
investigate high temperature (> 600 K) hydrogen atom transfer pathways between hydroaromatic
structures.”'” The approach is develop a model inclusive of the important reaction pathways that
will “predict” (or fit) experimental observations. However, the quality of the model is limited by
inclusion of the important reaction steps and the availability of thermochemical kinetic
parameters to provide temperature dependent rate data. The models have evolved with enhanced
methods to predict contributing reaction pathways and improvements in measuring or calculating
heats of formation of transient radical intermediates. For example, inclusion of the reverse
hydrogen transfer step for a thermal neutral hydrogen transfer yields a model that fits the .
experimental data without the need to invoke the controversial radical hydrogen transfer
pathway.” In another example, it was shown that varying the barrier for the initiation step for
hydrogen transfer between alkyl pyrenes by less a few kcal/mol resulted in a model that fits the
experimental data without the need to invoke the rht pathway.” Even the observed experimental
selectivity of bond scission could be explained by a change in reaction pathways (hydrogen
atoms and/or molecular assisted homolysis) with a change in solvent composition.'

One of the goals of our research is to use experimental and theoretical approaches to
measure or calculate the heats of formation of organic free radicals and to measure rate constants
of reactions of reactive transient species. In this symposium new methods using time-resolved
photoacoustic calorimetry to obtain rate constants for hydrogen atom transfer reactions and
determinations of heats of formation of transient species will be presented.

APPROACH.

Time-resolved photoacoustic calorimetry has been used to obtain both chemical and
physical properties of photo-generated reactive intermediates. Absorption of electromagnetic
energy (hv) by a molecule in solution generates an electronically/vibrational excited meta-stable
intermediate. The excess energy can be released from the excited state by a combination of
emission, internal conversion (IC) and/or chemical pathways. The release of heat by either IC or
chemical pathways generates an acoustic pressure pulse that can be detected with an ultrasonic
transducer. The mathematical solutions describing the events leading to formation of the acoustic
pressure pulse and the subsequent detection with piezoelectric transducers to yield a
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Dphotoacoustic signal,'*™ and the methods to analyze the photoacoustic signals to obtain
information on the chemical and physical properties of short-lived reactive intermediates have
been studied in detail.”?’ :

A model is useful to illustrate the time dependent response, M(t), provided by an
ultrasonic transducer for a simple scheme involving the reaction of a reactive intermediate A to
AH as shown in equation 1. In this example A is a photo-generated reactive intermediate and B is
a hydrogen donor. M(t) is adequately described by a convolution (*) of the exponential release
of heat H(t) with a model instrument response function, S(t). In our model S(t) is a dampened
sine wave, where v is the resonant frequency, 1, is the dampening constant of the transducer and
K is an instrument constant. Using our model instrument response function we can demonstrate
that for 1, , (t, = l/k,,,, rate of abstraction) in H(t), varied between 100 ns and 10 ps resultin a
calculated response M(t) that is distinguishable in shape from model instrument response S(t) as
shown in Figure 1.

Kops
A +BH - AH + heat [€))]
M(1) = H(t) *S(t) @
H() = s EXP(-U1,) (3)
S(®) ~ K [exp(-t/t,) sin(vt)] @)

The experimental instrument response R(t) can be obtained with a photoacoustic standard, where
¢ =1, and t << v. The experimentally observed photoacoustic signal E(t) is therefore the_
convolution of H(t) with the experimental instrument response R(t) as shown in equation 5.

E(@® = H(t) *R(1) )

From the shape and amplitude of the experimental photoacoustic waveform, E(t), we can obtain
a description of the events that occurred as a consequence of the absorption of energy to generate
radical intermediate A. The exponential release of heat H(t) is comprised of two separable
parameters, ¢,,, the fraction of absorbed energy released as heat in the conversion of A -> AH,
and T, , the lifetime of reactive intermediate A. This is an important point, the amplitude of the
photoacoustic waveform is directly proportional to the magnitude of the fraction of absorbed
energy released as heat, and the shape of the photoacoustic waveform is proportional to the rate
of decay of A -> AH.

Deconvolution of the experimental waveform E(t), with the experimentally measured
instrument response, R(t) can provide quantitative information regarding both the quantity of
energy released in the transformation of A -> AH and the rate at which the process occurs. Both
. and T, depend on the concentration and properties of the hydrogen atom donor BH.
Importantly, these two parameters can be treated independently. Specifically, sources of heat (or
volume changes) contributing to the amplitude of the photoacoustic signal need not be
quantitatively discriminated if a kinetic analysis is all that is desired.

In our laboratory we have been developing methods to improve the sensitivity, enhance
the time-resolution and increase experimental flexibility.”®*' We have taken an approach to treat
the kinetic and thermodynamic components of the experiment separately when necessary. Using
optical transparent (thin) samples the kinetic information (1) can be obtained from the shape of
the waveform, even if the thermodynamic and volumetric components contributing to the
amplitude of the signals are still difficult to quantify.

RESULTS.

Pulsed photolysis of di-t-butylperoxide in the uv generates a pair of reactive t-butoxyl
radicals. The lifetime of the radicals is solvent dependent. The reaction scheme shown in
equations 6-7 can be modeled as a sequential two step reaction pathway.

t-Bu0), + W o 2tBuO(s) ©

t-BuO(e) + SH - t-BuOH + S(e) @)
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In previous work?® we demonstrated the capability to obtain the lifetime of the t-butoxyl radical
in binary solvent mixtures containing methanol and ethanol. Using the Iayered PA cell permits
the a direct measure of the rate of hydrogen abstraction by measuring the volume change induced
by the reaction of the alkoxy! radical with the solvent (even when the thermodynamic properties
of the sample and reference solutions are not matched).

To obtain quantitative thermochemical estimates a reasonable understanding of both
thermal and volumetric contributions to the PA amplitude must be evaluated. There has been
some effort undertaken to separate the enthalpic and volumetric contributions in organic solvents
using both photoacoustic and transient grating approaches. Another potential hindrancc is
thermal changes brought about by changes in heats of solvation. In order to separate the AV,
and AAH,,, terms from the experimentally measured amplitude a few groups have used
correction terms. The approach is to use a standard hydrogen donor, .g., cyclohexadiene and
assume the difference between the gas phase literature value and the experimental PA signal is
constant. Than the difference between gas phase values and observed value (a correction term)
can be subtracted from experimental value to arrive at an experimental measurement of the BDE.
One of the assumptions used in the correction term approach is the equivalency of the solvent
quality factors for an organic solvent with and without significant concentrations of peroxide.
For unmatched solvents there can be a substantial difference. Additionally correction factors
must be determined for each experimental condition, i.e., irradiation in a 30% peroxide solution
will yield a different correction term need for a 6% peroxide solution and different corrections
are necessary for various excitation wavelenghts, i.e., 308 nm will yield a different magnitude
correction than 355 nm.

The advantage of the layered prism cell is that a direct measure can be possible because
the reaction volume change, due to peroxide bond scission, can be separated from the thermal
volume change, due to an exothermic hydrogen atom abstraction, in a time-resolved manner.
Unfortunately interpretation of thermochemistry data obtained in the layered cell can suffer from
the same difficulties experienced with the traditional cuvette geometry in solvents where the
contribution due to enthalpies of solvation of the different species can be significant. An
accurate evaluation of the thermochemistry requires equivalent thermoeleastic properties
(B/apCp ) for both the sample and reference solution and the ability to separate the AV, and
AAH,,, from the amplitude of the signal. Results for some of our energy determinations are
shown in Table 1. -The lower limits determined for the BDE in polar solvents is likely due to the
contribution differences in enthalpy of solvation between the alkoxyl radical/donor pair and the t-
BuOH/donor radical pair. The benefits and limitations of time-resolved photoacoustic
calorimetry with the layered prism cell will be presented.
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Table 1. Experimentally measured heats of reaction for hydrogen atom abstraction by t-butoxyl
radical from a series of organic hydrogen donor solvents determined by time-resolved
photoacoustic calorimetry in the layered prism cell. The calculated BDE’s are compared to the
literature values.

Experimental
Donor ¢ AH,, BDE®

(kcal/mol)
MeOH 0.28 -9.2+.5 (>89.6)°
EtOH 0.24 -13+£.7 (>90.4)°
IPA 0.22 -13x1 (>90.7)
THF 0.29 -13.1+5 (>89.1)°
Cyclohexane  0.31 -5.6+.8 98.6
Toluene 0.31 -16.6+.9 88.0

Literature
BDE '

92-96
>93
>91
92-95
98.2
88.6

(a) fraction of heat released in hydrogen abstraction step. (b) calculated bond dissociation energy

determined from photoacoustic measurement. (c) lower limit, see text.

Figure 1. Model of a photoacoustic signal obtained using a 1 MHz piezoelectric transducer.
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VARIATIONAL TRANSITION STATE THEORY METHODS FOR CALCULATING REACTION
RATE CONSTANTS IN GAS AND CONDENSED PHA SES

Bruce C. Garrett
Environmental Molecular Seienees Laboratory,
Pacifiec Northwest National Laboratory,
P.O. Box 999, Richland, WA 99352

1. Introduction

Transition state theory (TST) in its thermodynamie formulation' is the most widely used tool for
analyzing rate constants of ehemical reaetions (for example, see Benson?). The dynamieal formulation of
TST provides the best approach to examine the approximations in TST and the basis for systematically
improving the conventional theory. Over the past two decades, signifieant progress has been made in
developing methods for quantitative predictions of reaction rate constants based upon the dynamical
formulation of TST (see reviews by Truhlar, Hase, and Hynes' and Truhlar, Garrett, and Klippenstein®).
- As an example, quantized variational transition state theory (VTST) with multidimensional, semiclassical
tunneling corrections™ are capable of accurate predictions of gas-phase rate constants.*'® The accuracy of
the potential energy surface is typically the major factor limiting the accuracy of the calculated rate
constants. In this paper we briefly review VTST methods and there application to gas-phase reaction. We
also briefly outline an approach to extend these methods to treat reactions in solution.

2. VTST for Gas-Phase Reactions

In the dynamical forrulation of TST, the classical equilibrium rate constant is derived using a
single approximation, the fundamental assumption of TST>"' A dividing surfacc is defined so that all
rcactive trajectories must pass through it. The fundamental dynamical assumption is then defined as
follows: a reactive trajcctory originating in rcactants must cross the dividing surface only once and
proceed to products. The TST expression for the rate constant can then be expressed using equilibrium
statistical mechanics without the need to calculate classical trajectories. Classical trajectories that recross
the dividing surface cause a breakdown of the fundamental assumption. All reactive classical trajectories
must cross the dividing surface and these are correctly counted in TST. However, some nonreactive
trajectories may also be counted as reactive so that TST provides an upper bound to the exact reactive
flux of classical trajcctories through the dividing surface. This is the basis of classical variational TST in
which the definition of the dividing surface is optimized to minimize the rate constant.'>*

In VTST the dividing surfacc is viewed as a tentative dynamical bottleneck to flux in the product
direction, and the best bottleneck (the dividing surface allowing the Icast flow of flux) is located
variationally. A practical approach is to dcfine the dividing surfaces to be orthogonal to the reaetion path,
where the reaction path is defined as the minimum energy path connecting the saddle point with both the
reactant and product regions. The minimum energy path is located by following the path of steepest
descents in both directions from the saddle point in a mass-weighted coordinate system such that each
degree of frecdom has the same effective mass in the kinetic energy expression. The generalized
expression for the thermal rate constant for temperature T is given as a function of the location s of the
dynamical bottleneck along the reaction eoordinate

kpT QGT(T,s)
kGT(T,s) = G-E—QR—(T)eXP(—VMEP(S)/kBT) (1)

where G s a symmetry factor, ky is Boltzmann’s constant, h is Planck’s constant, QGT(T,s) is the
generalized partition function for the bound degrees of frecdom orthogonal to the reaction path at s,
CDR(T) is the reactant partition function, and Vep(s) is the value of the potential along the reaction path
at s. In conventional TST, the dividing surface is placed at the saddle point, defined by s=0

kTST(T) = kGT(T,s = 0) )]

Conventional transition state theory requires information about the potential energy surface only in the
saddle point and reactant regions. In particular, the value of the potential at the saddle point (relative to
the reactant value) is required, and if the partition functions are computed using a harmonic
approximation, then the matrix of second derivatives of the potential energy with respeet to mass-
weighted eoordinates (Hessian matrix) suffices. In one version of variational transition state theory, the
canonical variational theory (CVT),"*'® the rate constant expression in €q. (1) is minimized with respect
tos

KCVT(T) = min kGT (T, 5) 3
S
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The improved canonical variational theory (ICVT)"” also variationally optimizes the location of the
transition state dividing surfaee for a given temperature, but provides an improved treatment of threshold
energies by using an ensemble which removes energies below the ground-state adiabatic threshold. To
compute the rate constant using either the canonical or improved canonieal variational theory, more
information about the potential energy surface is required than for a conventional transition state theory
caleulation; information about the potential in a region around the reaction path is also required. For a
harmonic treatment of the partition functions, the Hessian matrix along the minimum energy path will
suffice. In this ease the potential information needed is the energy and its first and second derivatives
along the minimum energy path.

For many reaetions of practical interest, particularly those involving hydrogen atom transfer,
quantitative accuracy in computed rate constants requires that quantum mechanical effects be included in
the theory. However, the fundamental assumption is inherently a classical approximation since it requires
knowledge of both the coordinate and momentum (or flux) at the dividing surface. Additional
approximations are needed to include quantum mechanical effects into TST. The standard approach is a
separable approximation’'® that replaces classical partition functions by quantum mechanical ones and
includes a correction factor for quantum mechanical motion along the reaction coordinate (e.g.,
tunneling). The failure of this approach has been attributed largely to nonseparable effects, particular on
quantum mechanical tunneling.'®*® The development of multidimensional tunneling correction factors
that are consistent with variational transition state theory was greatly facilitated by the realization that the
adiabatic theory of reactions is equivalent to one form of variational TST (microcanonical VTST)."*' In
this approach, the partition functions in eq. (1) are evaluated quantum mechanically, and quantum
mechanical effects on the reaction coordinate motion (e.g., quantum mechanical tunneling) are included
by a multiplicative factor — the transmission coefficient.

In VTST, it is consistent to treat tunneling as occurring through the vibrationally-rotationally
adiabatic potential

V, (s,0) = Vep(s) +£§T(s) (O]

where o is a collective index of the quantum numbers for the bound modes and £§F(s) s the bound
energy level for state « at the generalized transition state located at s along the reaction path. For thermal
rate constants the tunneling is approximated using only the ground-state adiabatic potential curve (0:=0).
The adiabatic approximation is made in a curvilinear coordinate system, and although the potential term is
simple, the kinetic energy term is complicated by factors dependent upon the curvature of the reaction
path. For systems in which the curvature of the reaction path is not too severc, the small-curvature
semiclassical adiabatic ground state method*"?* includes the effect of the reaction-path curvature to
induce the tunneling path to 'cut the comer' and shorten the tunneling length. The small-curvature
tunneling (SCT) probabilities P°°"(E) are computed for energies below the maximum in the ground-state
adiabatic potential curve (denoted VA% where transmission occurs by tunneling and above VAS where
nonclassical reflection can diminish the transmission probability. The SCT transmission coefficient is
given by the normalized Boltzmann average of P°°™(E)

KSCT(T) = B exp(BVAG) TdE PSCT(E) exp(-BE) ©)
0

where f=1/kgT. Combining the SCT transmission coefficient with the improved canonical variational
theory rate constant yields

KICVT/SCT(T) = kSCT(T) kICVT(T) ©

To construct the adiabatic potential, the type of potential information required is identical to that needed
for the variational transition state theory calculation. For the SCT calculation it is also necessary to know
the curvature of the reaction path which can be obtained from second denvatives of the potential along
the reaction path. Thus, to provide a consistent and accurate estimate of the tunneling, no new information
about the potential energy surface is required.

Accurate quantum rate constants for nearly forty gas-phase bimolecular reactions provide
benchmarks to test the accuracy of the VTST calculations. VTST calculations, which include
multidimensional tunneling corrections, have been tested against accurate quantal results for about 30
atom-diatom reactions in a collinear world and nearly 10 reactions in three dinensions. Conventional
TST was found w be accuratc within a factor of 2 for only about 25% of thesc systems and had crrors
larger than of 5 in about 25% of the systems. The VTST calculations were generally within 50% of the
accurate results with errors less than a factor of two in all cases.

3. VTST for Solution-Phase Reactions
The computational procedures described above to perform VTST calculations require
identification of a saddle point and a reaction path connecting the saddle point with reactants and
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products. For reactions in solution, there can be many saddle points that are close in energy and that differ
significantly only in the configuration of the solvent. The multiple saddle points are a reflection of the
large anharmonicity in the solvent that makes the quantum mechanical calculation of the partition

. functions impractical. Procedures are outlined elsewhere® that allow VTST calculations, which are based
upon potential energy surfaces and include quantum effects, to be extended to solution-phase reactions. In
this approach the system is scparated into a cluster model that contains the part of the system undergoing
reaction and the solvent that is treated in an approximate manner. The coordinates of the cluster model are
treated explicitly, and the effects of the extended solvent are approximately included in an effective
Hamiltonian. The constant proximity of solvent molecules around the solute changes the interaction
potential within the solute. The resulting mean field potential for the solute is obtained from an
equilibrium ensemble average over solvent configurations. Since this mean field potential is obtained
from an equilibrium ensemble average at each solute configuration, the equilibrium solvation assumption
implies that the solvent molecules instantancously equilibrate to each new solute configuration, Effects of
solvent fluctuation from their equilibrium values upon reaction dynamics are included using a reduced-
dimensionality model that introduces a limited number of addition degrees of freedom in the effective
Hamiltonian. ' ‘

This approach for including solvation effects requires explicit treatment of only a limited number
of degrees of freedom and information about the effective potential energy surface for these explieit
coordinates is needed only in the region of a reaction valley. Explicitly treating only a limited number of
coordinates obviates some of the difficulties inherent in quantum mechanical TST calculations on
solution-phase reactions (e.g., the multiple saddle point problem) and also allows the quantum mechanical
effects to be included by the standard gas-phase procedures outlined above. These procedures are
eomputationally intensive, but given the recent advances in computational hardware and software, these
calculations are possible.
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Abstract. This paper reviews recent advances in computational thermochemistry,
solvation modeling, and the calculation of chemical reaction rates in the gas phase and in
solution. Recent advances in computational thermochemistry include integrated
molecular orbital methods, scaling correlation energy, extrapolation to infinite basis sets,
and multi-coefficient correlation methods. Recent advances in solvation modeling
include Charge Model 2 (a class IV charge model) and the SM5.42R and SM5.42
solvation models; the solvation models are based on semiempirical molecular orbital
theory, the ab initio Hartree-Fock method, or density functional calculations in the
presence of a reaction field and on atomic surface tensions representing first-solvation-
shell effects of water or an organic solvent. Qur reaction rate calculations are based on
variational transition state theory with multidimensional semiclassical tunneling
approximations; in liquid solution we may add either equilibrium or nonequilibrium
solvation effects.

INTRODUCTION

Much of our recent work is directed to one or another of two complementary goals: (1)
to develop improved practical methods for electronic structure calculations in the gas-
phase and in liquid-phase solutions and (2) to develop improved methods for interfacing
these electronic structure calculations with dynamical methods for the prediction of
chemical reactions rates, especially in systems with hydrogenic motion in the reaction
coordinate where it is necessary to take account of quantum effects on the nuclear

motion. The present paper provides an overview of some areas where progress has been
achieved.

GAS-PHASE ELECTRONIC STRUCTURE

Substituent effects on bond energies are very important for both thermochemistry and
kinetics. We have recently shown that integrated molecular orbital methods may be
used to calculate accurate substituent effects on bond energies by treating a small capped
subsystem at a high level of quantum mechanical electronic structure and the rest of a
large system at a much lower level.1-3 We have also developed a method for geometry
optimization with such a dual-level schemed,5 In the same spirit one may use molecular
mechanics for the low level on the entire system; we have recently applied this
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2
technique to treat an enzyme reaction where the subsystem had 25 atoms and the entire
system had 8888 atoms.6

Another type of dual-level or multi-level strategy involves applying two or more levels
of electronic structure calculation to the entire system. One strategy we have used is to
combine the results at the various levels linearly in order to extrapolate to the limit of
full configuration interaction (FCI) or an infinite one-electron basis set (1B) or both (full
configuration interaction for an infinite basis is denoted complete configuration
interaction or CCI). We have developed several variations on this scheme:

SAC scaling all correlation: combine an uncorrelated and a correlated
calculation with a given basis to extrapolate to CC15.7

MC-SAC multicoefficient SAC: combine an uncorrelated and two or more
correlated calculations with a single basis to extrapolate to CCI8

1B combine calculations with two basis sets to extrapolate to the
infinite-basis-set limit for a given level of electron correlation®-1!

MCCM multicoefficient correlation method: simultaneous application of

MC-SAC and IB to extrapolate to CCL.8

We have organized our MC-CM calculations by the shape of a polygon enclosing the
methods in the level-basis plane, and we have proposed Colorado, Utah, and New
Mexico methods, where the polygons have the shapes of those states.8 In addition we
have proposed multicoefficient Gaussian-212 and multicoefficient Gaussian-313 methods
that outperform the original Gaussian-2 and Gaussian-3 methods.

For dynamics calculations we sometimes use a bootstrap technique in which high-level
electronic structure calculations are carried out at stationary points, and then the
parameters of semi-empirical molecular orbital theory, for example, Austin Model 1
(AM1), are adjusted to reproduce these properties as well as possible; the adjusted
parameters are called specific reaction parameters or specific range parameters (SRP),
and the modified AM1 is called AM1-SRP.14-20 The advantage is that now the AM1-
SRP calculation provides a smooth interpolation of the original high-level calculations
between the stationary points. We have also used specific reaction parameters in
Becke’s 3-parameter hybrid Hartree-Fock-density-functional theory that he derived by
adiabatic connection; we call this adiabatic connection-SRP (AC-SRP).21

A more powerful version of the AM1-SRP approach is a dual-level scheme in which the
energy is given by a linear combination of ab initio Hartree-Fock calculations and AM -
SRP calculations. This is called HF||AM1-SRP.21 We are currently working on another
global interpolation scheme which we hope will accomplish many of the goals of SRP
methods but in a more systematic way. The new method is called multiconfiguration
molecular mechanics (MCMM), and it involves combining high-level ab initio
calculations with the valence bond formalism and molecular mechanics calculations.

There are situations in which each of these many strategies may be the best way to
achieve an objective. We believe that such multi-level strategies will become increasing
important in the coming years.

Many one-electron basis sets are available for electronic structure calculations, and in
essentially all cases they have been developed on the basis of variational energy
calculations. But this strategy ignores the fact that many times the molecular energy is
not the goal of a calculation. For example, modest basis sets are often used to obtain
molecular geometries or reaction paths, at which or along which higher-level
calculations are often used to calculate energies. In other applications, modest-sized
basis sets are used to calculate partial atomic charges for large molecules for use with
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molecular mechanics calculations of the energy. In order to allow more accurate
applications of this type, we developed the MIDI! basis set, which is a heteroatom-
polarized split valence basis with polarization functions optimized entirely on the basis
of geometries and balanced one-electron charge distributions.22.23

Electronically excited states of very large molecules are of great interest but can
typically be modeled only by semiempirical molecular orbital theory such as
intermediate-neglect-of-differential-overlap for spectroscopy (INDO/S). We have
reparameterized this theory for carbonyl compounds leading to a new version called
INDO/S2.24

Electronic structure calculations yield not only energies but also molecular properties.
We have developed the concept of class IV charges,?5> which (like some of our methods
for energies) are an attempt to transcend the limitations of truncated CI and finite basis
sets at as low a cost as possible. Our second class IV charge model, called Charge
Model 226 (CM2), has been parameterized for ground states with neglect-of-diatomic-
differential-overlap (NDDO) semiempirical molecular theory,26 INDOS/S and INDO/S2
semiempirical molecular orbital theory,24 ab initio Hartree-Fock (HF)2627 theory,
density functional theory (DFT),26 and adiabatic-connection hybrid HF-DFT (AC).26 1t
has been parameterized for electronically excited states with INDO/S and INDO/S2.24
These parameterizations have been shown to yield accurate partial atomic charges. The
combination of CM2 with HF/MIDI! is a particularly powerful combination.26

LIQUID-PHASE ELECTRONIC STRUCTURE

Whereas a goal of gas-phase electronic structure calculations is to produce potential
energies for atomic motions, the corresponding goal of liquid-phase electronic structure
calculations is to produce free energies or potentials of mean force. These can be used
to calculate free energies of solvation, partition coefficients, solvatochromic shifts, and
solvation effects on reaction rates.- We have developed Solvation Model § as a fifth-
generation approach (following SM1, SM1a, SM2, and SM4—SM3 involved the same
approach as SM2) to the calculation of electronic wave functions and free energies in
liquids (neat and solutions). SMS5 is actually a suite of models, each of which may have
more than one parameterization. In general, SM5 models approximate the standard-state
free energy of solvation as

AG? = AGpg + Geps

where AGgyp is a bulk electrostatic term includes solute electronic (E) and nuclear (N)
energies and solvent electric polarization (P) free energy, and Gopg is a semiempirical
first-solvation shell term including cavitation (C), dispersion (D), solvent structure (S),
and the breakdown of the bulk electrostatic model in the first solvation shell. The
models may be applied with gas-phase geometries (in which case we append R to the
model name), or geometries may be optimized in liquid solution using analytic gradients
(in which case the model name does not end in R). The SM5 models are:

SMS.0R 28,29 SMS model in which electrostatics are implicit

SMS.2R30 SMS5 model in which electrostatics are based on class
IT charges

SM5.431-34 SM5 model in which electrostatics are based on class

IV charges calculated by Charge Model 1

SM5.42R, SM5.4221,35-39  SMS5 models in -which electrostatics are based on
class IV charges calculated by CM2

SMSCR#40 SMS5 model in which electrostatics are treated by the
Conductor-like Screening Model (COSMO).
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All of these models have been parameterized for aqueous solution and for general
organic solvents. The parameterizations are based on over 200 free energies of solvation
in 91 solvents (and in some cases on additional free energies of transfer as well). The
SM3.0R model is designed for use with molecular mechanics calculations. The SM5.2R
model is parameterized for AM1, PM3, MNDO, and MNDO/d. The SM5.4 model is
parameterized for AM1 and PM3. The SM5.42R model is parameterized for AMI,
PM3, HFMIDI!Y, HFMIDI!6D, HF/6-31G*, HF/6-31+G*, HF/cc-pVDZ,
BPW91/MIDI!, BPW91/MIDI'6D, BPW91/6-31G*, BPW91/DZVP, B3LYP/MIDI!,
INDO/S, and INDO/S2. The SM5.42 model uses the same parameters as SM5.42R.
The SM5CR model is parameterized for AM1, PM3, and MNDQ/d. In addition to the
original papers, some overviews discussing the SM5 models are available.41-44

The SM5.42R/HF/6-31G*, SM5.42R/BPW91/MIDI!, and SM5.42R/AM1 all yield
excellent results for the free energy of transfer of nucleic acid bases from water to
chloroform.45

GAS-PHASE DYNAMICS

Variational transition state theory with optimized multidimensional tunneling
contributions (VTST/OMT) provides an accurate yet practical method for calculating
chemical rate constants.4648 The optimized multidimensional tunneling calculation
allows for corner cutting tunneling paths of two kinds: small-curvature tunneling paths,
which are localized in the zero-point-amplitude hypertube enclosing the reaction path,
and large-curvature tunneling paths, which are straight lines in isoinertial coordinates.
The calculations may be carried out in redundant curvilinear coordinates, which are
more physical than rectilinear coordinates 49,50

Our recent emphasis has been on devising algorithms for interfacing VTST/OMT
calculations with electronic structure calculations in convenient and efficient ways, and
we have especially concentrated on minimizing the amount of electronic structure data
required because that would make it more affordable to calculate the required data at
high levels.

For example, we have recently shown how the orientation of generalized transition state
dividing surfaces may be optimized, and how such optimization allows one to increase
the step size used.to trace the reaction path or even to use local optimization at
nonstationary points to obviate the need for a continuous reaction path. The resulting
algorithms are called re-orientation of the dividing surface (RODS)5!-53 and variational
reaction path (VRP).54

Another way to increase the amount of electronic structure data needed is to use
sophisticated interpolation schemes. We have developed a method called interpolated
variational transition state theory by mapping (IVTST-M) that allows one to greatly
reduce the number of energies, gradients, and Hessians required for VTST calculations
with small-curvature tunneling contributions.55 Another approach is to use two levels,
including geometry optimization at both levels but reaction-path following only at the
lower level; by interpolating the difference between the lower and higher levels one can
greatly reduce the amount of data needed at the higher level. This approach, called
variational transition state theory with interpolated corrections (VTST-IC), can be used
for small-curvature, large-curvature, or optimized multidimensional tunneling
contributions.%14.17 We have shown that the VTST-IC method is much more accurate
than simply adding single-point energy corrections at geometries optimized by the lower
level ¢  The VTST-IC approach is particularly powerful when the high-level
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calculations are used not only as corrections to the lower level but also to optimize SRP
parameters fore the lower level.

A recent set of applicationsS7-59 of these techniques involved calculating the rate
constant for H + C;Hy — C,Hs and several isotopically substituted versions of these
reactions. This reaction involves small-curvature tunneling, and we treated it using a
dual-level scheme involving variable scaling of external correlation energy, the RODS
algorithm, redundant curvilinear coordinates, and the IVTST-M algorithm. We obtained
good agreement with experiment both for absolute rate constants and for kinetic isotope
effects.

Other recent applications include H + N;H; — H, + NpH3,1749 OH + C3Hg » H,O +
C3H7,!8 RhCI(PH3)3(n2-CHy) — RhCI(PH3),(CH3)H,% O + HCl —» OH + CL8! Cl +
CH4 —» HCl+ CH3,19 O + CHy — OH + CH;,20 and Cl1 + H, —» HCl + H.62

SOLUTION-PHASE DYNAMICS

We have extended the gas-phase variational transition state theory formalism to treat
reaction rates in solution, including curvilinear coordinates, small- and large-curvature
tunneling, optimized multidimensional tunneling, and equilibrium and nonequilibrium
solvation effects. The methods are designed to take full advantage of the advances
discussed in all three sections above. We distinguish three general levels of liquid-phase
dynamics calculations:

SES  separable equilibrium solvation63

ESP  equilibrium solvation path?1,63,64

NES  nonequilibrium solvation65.66
In SES calculations, one calculates stationary point geometries and/or reaction paths in
the gas-phase and then adds the free cnergy of solvation to each point. In ESP
calculations one first creates a potential of mean force surface by adding free energies of
solvation to the gas-phase potential energy surface; then stationary point geometries
and/or reaction paths are computed using the potential of mean force. Tunneling
calculations involve a function of the potential mean force called the canonical mean
shape potential, which reduces to the potential of mean force in zero order.
Nonequilibrium effects may be incorporated via coupling of the solute to collective
solvent coordinates.

We have recently demonstrated all three levels of theory for the reaction H +
CH,CH,0H — H, + CH3;CHOH in aqueous solution.21.66
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ABSTRACT

We describe an approach in which first principle molecular dynamics calculations based on density
functional theory (DFT) are used to locate reaction pathways and estimate free energies of activation
whereas static DFT calculations were used to obtain stationary points and relative energies as well as
reaction paths by the intrinsic reaction coordinate method. The approach has been applied to (a)
copolymerization of polar and non-polar monomers by nickel and palladium based catalysts as well as
(b): a comparison between rhodium and iridium based catalysts in Monsanto's acetic acid process (c):
carbonylation of methane by a rhodium catalyst.

Introduction

Homogenous catalytic systems have often been used to model more complicated heterogeneous
systems. However, even seemingly simple homogenous systems pose many challenges for
computational chemists. Often times a first principle's calculation involves a stripped down model that
only vaguely resembles the true system. If large, bulky ligand systems are involved they are most often
neglected in high level calculations with the hope that they do not substantially influence the nature of
the reaction mechanisms. Unfortunately, the surrounding ligand' system or matrix can often play a
crucial mechanistic role. In addressing this issue, the combined quantum mechanical/molecular
mechanics (QM/MM) method’ has recently received significant attention. In this hybrid method part of
the molecule, such as the active site, is treated quantum mechanically while the remainder of the system
is treated with a molecular mechanics force field. This allows extremely large systems which are out of
the reach of pure QM calculations to be studied in an efficient and detailed manner. We have applied
the QM/MM method to study the homogenous Brookhart diimine Ni olefin polymerization catalyst.”
Since the QM/MM method was originally conceived to more adequately treat larger, more "real life"
systems it naturally has applications in the area of heterogeneous catalysts.

Recently, our group has been utilizing Car-Parinello® flavor ab initio molecular dynamics to explore
potential energy surfaces and to obtain free energy barriers for catalytic processes. We have determined
free energy barriers for several processes at the ab initio molecular dynamics level for the Ti mono-Cp
constrained geometry olefin polymerization catalysts, (CpSiH2NH)Ti-R*.* The results compare well
with similar free energy barriers determined from more traditional "static" electronic structure
calculations. We will demonstrate that the ab initio molecular dynamics method (i) provides a general
way of determining finite temperature free energy barriers which are in good agreement with static
methods, (ii) can be used to efficiently explore complicated free energy surfaces and (iii) that the method
can be effectively utilized in a synergistic fashion with traditional static methods.

Computational Details

The reported "static” density functional calculations were all carried out by the ADF program system,
developed by Baerends and others.® Energy differences were calculated by including the local
exchange-correlation potential by Vosko® et al. with Becke's’ nonlocal exchange corrections and
Perdew's* nonlocal correlation correction. For the QM/MM calculations a version of the ADF program
system as modified according to Morokuma and co-workers was utilized with the AMBER?® force field.
For more details of the QM/MM work see reference '°. All reported molecular dynamics simulations
were carried out with the Car-Parrinello Projector Augmented Wave (CP-PAW) code developed by
Blschl." For more details of the molecular dynamics simulations and the constrained geometry work
see references 2,

Results and Discussion
Combined QM/MM: Recently, Ni(Il) and Pd(Il) diimine based single-site catalysts have emerged

as promising alternatives to newly developed metallocene catalysts for olefin polyme:rization.2
Brookhart's group has shown that these catalyst are able to convert ethylene into high molecular mass
polymers with a controlled level of polymer branching when bulky ligand systems are used.

We have investigated the chain propagation, chain termination and the chain branching processes
with a truncated pure quantum mechanical model system where the bulky ligands are neglected and with
a combined QM/MM model where the bulky ligands are included via a MM force field. Scheme 2
depicts the two model systems. The QM region of the QM/MM model is the same as the pure QM
model.
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Experimentally, it has been determined that the relative magnitude of the barriers are in the order
insertion > isomerization > termination. Table 1 shows that the pure QM model does not reproduce this
trend. In fact, the results of the pure QM simulation suggest that the catalyst should not produce
polymers at all but rather dimers or oligomers.

Table 1.
’ Reaction Barrier, sHT
(kJ/mol)
process pure QM  QM/MM
model model

propagation 71 49
branching 52 64
termination 42 77

However, when bulky ligands are not neglected but rather modeled by molecular mechanics force field,
the barriers do follow the experimentally established trends. Moreover, the calculated propagation
barrier is in remarkable agreement with the experimental estimate of 40-46 kJ/mol."

/' ra%f; P’ff

\//‘J—"\ q; r )\\.V
termination transition’state
N P

Figure 1. Combined QM/MM transition states for the ‘propagation and termination processes. The
parenthetic parameters are those of the equivalent pure QM transition states. The ghosted portions of the
molecules represent the pure MM atoms.

Ab Initio Molecular Dynamics: We have examined several chain termination and long chain
branching mechanisms with conventional "static" electronic structure calculations and with ab initio
molecular dynamics in the density functional theory framework. Free energy bammers were computed by
both methods and were found to be in excellent agreement with one another. Movies of all molecular
dynamics simulations presented here can be found at our research group's world wide web home page
<http://www.chem.ucalgary.ca/groups/ziegler>.
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Table 2. Static and dynamic free energy barriers.

Free Energy Barrier

AF
at 300 K (kJ/mol)
Process MD2 static
B-H transfer to monomer® a3=8 40.T
B-H transfer to metal® 5743 53.9
olefin o-bond metathesisP 87+5 91.7
alkyl o-bond metathesisP 703 723

2 values are the average of the forward and reverse scans. Error bars are half the difference.

b ethyll EfOup and propyl group used to model growing chain in the static and dynamic simulations,
respectively.

© A propyl group used to model the growing chain.
ao

RC

0 —— forward
80 . -reverse
AF$=70+3 kl/mol

40

Integrated Force on
(J/mol)
8

0.25 0.30 0.35 0.40 0.45 0.50 0.55
. ) Reaction Coordinate . . .
Figure 2. Free energy profile determined from the ab initio molecular dynamics simulation of the alkyl

o-bond metathesis process.

Figure 3. Transition state structures for the alkyl o-bond metathesis process. The molecular dynamics
(MD) structure is a snapshot geometry taken from the transition state region.

Although we have applied the Car-Parinello molecular dynamics method to study homogeneous
catalytic reactions on a ab initio dynamics level, the method is as well suited to treating periodic
systems. Hence the method shows promise for the computational modeling of heterogeneous catalytic
processes such as those that take place in zeolite cavities.
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Toward a New Generation of Hydrocarbon Reaction Models
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ABSTRACT

Significant advances in several independent areas are enabling the developmerit of
new modeling tools well beyond those capable a short time ago. These significant
advances include improvements in experimental kinetics, a priori prediction of
molecular energetics and rates, instrumental approaches to the composition of
complex mixtures, computational conversion of compositional information to
molecular structure determination, and automated generation of reaction networks
and modeling software. In this presentation, we will examine the state of
development of these tools and their incorporation into online molecular
optimization of conversion processes.

INTRODUCTION

The current business environment in the chemical process industry has resulted in an
emphasis on improving performance of existing operations to maximize profitability of
existing capital equipment. One strategy to achieve this objective is an increase in
process monitoring, automation, control and optimization. For process equipment
involved in chemical conversion, an essential step in reaching the on-line optimization
objective is the creation of detailed reaction models capable of simulating a multitude of
simultaneous reactions.

Much work has been done in moving chemical process models from the early linear
programming correlative tools to a new generation of models based on actual reaction
kinetics. ~ Workers at Mobil introduced models based on molecular . structural
characteristics of the feed (Quann and Jaffe). This pioneering work demonstrated the
practicality of construction of kinetic models for even the most complex feedstocks and
processes.

Recent advances in many fields are enabling the construction of ever more detailed
chemical reaction models. Although it is still not possible to identify and provide
detailed kinetics of every reaction in a mixture as complex as a petroleum vacuum gas
oil, significant improvements are now possible which will create a new generation of
reaction models capable of controlling processes at the molecular level. This paper will
discuss these advances and how they may be incorporated to improve the existing
generation of modeling tools.

ADVANCES IN RELATED FIELDS
L Analytical approaches - identifying the molecules

For years, gas chromatography has been the workhorse of detailed analysis. However,
the use of gas chromatography for mixtures boiling above the light distillates range is
greatly limited by the presence of a myriad of possible components at similar or equal
retention times. Methods such as GCMS and separation-analysis approaches such as
employed by Boduzsynski enable identification of some of the overlapping areas, but are
too tedious or expensive to apply to online applications.

The use of simulated distillation methods and their extension to high boiling ranges,
while not providing molecular detail, significantly expanded the range of
chromatographic approaches. Petroleum-derived feeds boiling up to 1200 F and higher
could be characterized in terms of the mass of materials boiling in very narrow boiling
range fractions, with high precision. Workers began to develop additional methods to
allow additional characterization of these narrow fractions, for instance by using
chemiluminescence detectors (Chawla). Recent work employing Atomic Emissions
Detection has made elemental determination practical for many elements including of
carbon, hydrogen, nitrogen, sulfur, nickel, vanadium, and iron (Quimby et al). Use of
additional detectors permit other molecular characteristics to be determined for the
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narrow fractions such as mass distribution (GC-FIMS, Malhotra et al), and molecular
type (using fragmentation MS detection). While still short of the objective of individual
component determination, the capability exists for providing far greater detail than was
previously available via methods that provided similar information across far wider
boiling ranges.

The detailed information on composition of the narrow fractions must now be converted
to an accurate quantitative representation of the distribution of molecular species in the
sample. The work of Wilcox and Faulon have shown that this may be accomplished
through optimization of selection of molecules from a library of possible species
representing the possible components in a given boiling range. The development of the
Signature algorithm by Faulon permits automated construction of molecular structures
from analysis information. Application of Signature with expert knowledge of the
molecular types present in petroleum fractions enables the construction of a library of
possible molecular species for each boiling range fraction. The process of providing
detailed molecular type distributions for a given feed then becomes an optimization
problem of choosing the best possible match for the characteristics of each narrow
fraction with the available library species. The analytical information is converted to a
set of molecules representing in the greatest detail available the distribution of molecular
types within the feed. Figure 1 provides an example application of this approach for the
prediction of the molecular species in a light gas oil fraction. A high level of accuracy is
obtained in comparison to detailed GCMS identification. The remaining degeneracy is
between species with similar reaction performance (e.g. paraffin isomers).

II. Kinetics Advances ~ how do the molecules react?

With information on the distribution of molecular types in the feed, it is necessary to have
kinetic information on their behavior in the mixture. Use of model compound reactions
continues to be a key in defining the reaction pathways and rules that define the kinetics
of specific reaction types (for example the work of Mochida and co-workers on
desulfurization, Korre et al in aromatics hydrogenation, Souverijns et al in cycloparaffins
isomerization).  Additional information is required of the reactions of these species in
complex mixtures as ‘matrix effects’ can cause variations in reactivity beyond those
observed in pure feed studies. The analytical methods described above permit the
examination of reactivities of individual species within complex mixtures. Recent
revealing work by Shin and Mochida has shown the importance of these effects in HDN
and HDS reactions.

11I. Computation and Modeling advances — building the reaction models.

A central problem in construction of complex kinetic models is known as the ‘explosion
of species’, that is the number of possible molecular species increases dramatically with
carbon number. This fundamental problem makes it difficult to represent the possible
reactions completely, and renders measurement of the detailed kinetics of each species
impossible. One needs a way to reduce the number of species considered and to provide
rate information and reaction network information to describe the process performance of
the complex mixture. Research developments in computational chemistry and its use to
model kinetics are enabling significant advances in this arena.

Approaches to limit the number of species utilize the molecular characteristics of the

- molecules to form groups that are presumed to behave similarly, a technique known as
‘lumping’.  Early lumped models grouped all molecules in a single boiling range as
equivalent. The advances of Quann et al have moved this approach to the molecular
charactenstics level. The ultimate lumped model would group molecules on a reaction
kinetic behavior basis. This possibility is enhanced by the presence of the advanced
analytical information described above.

Another ‘explosion’ problem results due to the expansion in the possible reactions of
species as carbon number increases. Early kinetic models used hand-written reaction
networks to describe the essential reactions which connect feed and product species.
Advances by Michael Klein and coworkers has created the prospect of computer-
generated reaction networks, employing chemically specific reaction rules to limit the
explosion of reaction types. Recently, Hou et al have shown that these approaches can be
successful in representing the reaction behavior of catalytic hydroprocessing, while
producing a model small enough to be solved on a personal-computer platform in solve
times of under one minute. The Klein et al approach also employs computational
approaches to write the necessary set of differential equations to integrate them to solve
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the reaction model and predict the products from a given set of feed molecules and
conditions.

Klein has also demonstrated approaches for lumping the reaction behavior of molecular
species according to kinetic behavior. The work of Korre et al demonstrated the use of
the relationship between linear free energy of formation and reaction rate for similar
species to permit the calculation of the kinetics of many similar molecules without
measuring the kinetics of each member. This approach has been demonstrated to be very
effective even for complex reactions of molecular groups such as polynuclear aromatic
hydrocarbons.

Advances in computational chemistry allow rate predictions for groups of molecules
from first principles calculations. A first level approach allows computation of the free
energies of reactants and intermediates to construct plausible reaction pathways and form
the abscissa for the Linear Free Energy-Rate relationships developed by Klein. Perry and
Goddard demonstrated the effectiveness of this approach even for catalytic systems by
showing that the kinetic performance of catalytic reforming could be predicted using gas-
phase molecular energetics with a very limited set of parameters to represent the
interactions of various molecular types with the surface catalytic functions. More recent
work involves the development of high-level group additivity relationships, based on
detailed quantum mechanical calculations, to permit the rapid determination of the
energetics of millions of molecules in a mixture. This information also facilitates the
grouping of these molecules into species that have similar bonding energetics — a key to
lumping based on reaction performance.

CONNECTING THE PIECES

The challenge for the modeler is to utilize the advances collectively to produce more
accurate predictive tools based upon detailed reaction chemistry. Figure 2 provides a
schematic representation of this approach. Analytical information is passed to the
structure generator module providing detailed information on the composition of the feed
(or products). The molecular information is passed to model, constructed on the basis of
the process information using the automated reaction network generator, reaction-
property information, and a model solver. QM calculations provide a basis for reaction
rate information for similar molecules. The output molecules are then utilized with
additional Quantitative Structure Property Relationship information (made possible by
employing the detailed analysis approach on a broad range of products).

An additional critical step involves the use of database technology to sample the
performance of pilot plant and commercial operations and determine the relationship
between feed composition, controllable process parameters, and, product composition.
These commercial data sources are essential in validating and adjusting the model
performance in a feedback loop that includes the kinetic model reconstruction
(adjustments in reaction rules, molecular family kinetics, etc).

The ultimate use of these kinetic models comes in integration with the process itself. The
analysis approaches described above are specifically developed for their capability to be
utilized on-line. Computational network generation allows adjustment of the model itself
as part of the validation process. Combination of the analysis information, ‘living’
kinetic models, and advanced monitoring and control information will permit a level of
sophistication of process tuning we term ‘molecular optimization’.
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Abstract

The use of computational methods for the simulation of chemical mechanisms is
discussed. A computer program, REACT for Windows, is presented which implements the basic
functions for simulating chemical mechanisms. Strategies for modeling experimental data and
complex chemcial mechanisms are discussed including methods for estimating kinetic rate data.

Introduction

With the proliferation and advancement of powerful desktop computers, the ability to
simulate complex chemical mechanisms is readily available to even the most casual users of
computational tools. An important factor in simulating chemical mechanisms is the availability
of software which performs the necessary integration calculations and provides an easy to use
interface for the entry of mechanistic and reaction time data, and contains the ability to present
the calculated results in tables and plots for the user to view and print. Until recently software
with these features has not been available in a single program running in a Microsoft Windows
environment. A computer program, which provides all these features and many more, is now
available. This program is called REACT for Windows and runs on desktop personal computers
with any of the Microsoft Windows operating system. In this paper, | would like to review the
important features involved in simulating chemical mechanisms and how they are implemented
in a computer program such as REACT for Windows.

The three basic features of a functional program which performs computational
simulations of chemical mechanisms are the input of mechanistic and reaction time data, the
differential equation integration algorithm, and the output of the calculated results in useable
formats. We will discuss each of these three areas and how they are implemented in the REACT
for Windows program. Using specific mechanistic examples, we will also present results
calculated using the REACT program. We will also suggest strategies for the modeling of
experimental data based on a hypothetical mechanism and the simulation of a chemical
mechanism where, perhaps, not all the reaction rate coefficients are known. While it may be
straightforward to hypothesize individual reactions in a chemical mechanism, it can be a much
more difficult matter to provide reasonable kinetic rate data for those reactions if none are
available. Thus, methods for the estimation of kinetic rate coefficients will be discussed in some
detail.

React for Windows Program

General Description. The REACT for Windows program evolved from previous
programs'-2 developed at the National Institute of Standards and Technology (NIST) and used to
solve chemical mechanisms by experimental chemical kineticists. Unlike its predecessors,
REACT has been written to execute on personal computers (PC) running any of the popular
Microsoft Window operating system environments, including Windows 3.1/3.11, Windows
95/98 and Windows NT. The program requires as a minimum an Intel 80486 microprocessor
with math coprocessor and a clock speed of 66 MHz or its equivalent. The program also
recommends a graphics accelerator card capable of supporting a monitor resolution of 1024 x
768 and 256 colors or better. The program was designed for a 17 inch monitor and this size
monitor or larger is recommended for optimal use with the recommended monitor resolution.
While a mouse is required, there is an equivalent keystroke combination for most mouse initiated
actions. The program supports the printing of reports with tabulated results as well as printing
plots of results. The program is composed of three integral parts: the chemical mechanism
editor, differential equation integration algorithm, and calculated results tabulation and plotting
function. Each of these three parts will now be discussed.

Chemical Mechanism Editor. The chemical mechanism editor facilitates the entry and
editing of the mechanistic and reaction time data. This data includes the title of the mechanism
and any ancillary information about the mechanism, the chemical reactions in the mechanism and
their respective forward and reverse rate coefficients, the initial concentrations of each species
involved in the mechanism, and the reaction times where the concentration data and its time
derivative are reported for each species. The mechanism title identifies the mechanism under
simulation and any additional information, such as the reaction temperature, can be entered as
ancillary information and saved with the mechanistic data. The reaction equations are entered
into the program with the limitation that each species name cannot exceed twelve characters.
There is provision for including the charge of ions and the spectroscopic state of the species
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within the species name. Like its predecessor programs, the REACT program does not permit
the entry of reactions with orders higher than two. If higher order reactions, such as third-order
reactions are involved in the mechanism, they can be simulated by using consecutive,
second-order reactions. The program does allow the introduction and removal of species using
zeroth-order reactions, as well as the more familiar first- and second-order reactions. If the rate
coefficients are known, they can be entered directly after the entry of the reaction equation. 1f
they are not known, but kinetic rate parameters for the reaction are available from the literature
or a kinetic rate database like the NIST Chemical Kinetics Database?, a reaction rate calculator is
provided to facilitate the calculation and entry of rate coefficient data. The mechanism editor
provides the ability to add a reaction to the mechanism, insert a reaction into the mechanism,
reposition a reaction within the mechanism, delete and hide a reaction from the mechanism, and
edit a reaction within the mechanism. Once a reaction is added to the mechanism, it appears in
the mechanism list of reactions where it can be accessed for editing or deletion. These features
provide abundant flexibility in manipulating the reaction mechanism.

The mechanism editor monitors all entries for reasonableness and prevents illegal entries.
It also automatically performs all the necessary bookkeeping regarding species in the mechanism
as reactions are entered, deleted or edited. The species are arranged alphabetically by length of
name in a list of components. Initial concentrations of species having non-zero values are easily
entered using this list of components. The initial concentration of all newly added species are
initialized to zero and may need to be changed prior to performing a calculation.

There is considerable flexibility available in selecting the reaction times. The reaction
times can be any combination of as many as 1000 linearly or geometrically spaced values and
any number of other specific values. Once all the pertinent mechanistic data has been entered,
the integration algorithm can be called to perform the calculations. The mechanism can have no
more than 85 species in the current version of the program, but the number of reactions allowed
is quite large (>2000) and is mainly limited by the memory available in the computer. The
program uses dynamic memory allocation to accommodate the array size requirements of the
mechanism. Mechanistic data are easily saved to memory for future retrieval and use.

Integration Algorithm. The integration calculation simulates homogeneous reactions
occurring in a fixed volume at a constant temperature. The differential equation integration
algorithm is an implementation of an adaptive step size fifth-order implicit Runge-Kutta method
with fourth-order error control2 4. Similar differential equation integration algorithms have been
presented previously*'®. To perform the integration in a reliable and efficient manner, the
integration algorithm uses variable order, variable step methods of the linear multi-value type.
This means that the integration algorithm adapts its integration step size, as well as the
integration formula order, so as to progress from the initial end of the time range to the other
with the least amount of work. The step size selection is completely automatic, including the
initial step size. The relative integration error value, which is set by the user, controls the
integration step size. A smaller value results in greater overall integration accuracy, at the
expense of longer execution time. Solution values at the user’s reaction time are rarely exact
integration end points. Normally, integration proceeds beyond a reaction time value and then the
solution is obtained by an appropriate backward interpolation. The integration method is implicit
and requires the use of a Jacobian matrix, which is calculated exactly by the algorithm. The
relative integration error value governs the error control mechanism, which in turn controls the
step size strategy as previously mentioned. Errors are measured with each individual step. Thus,
there is no guarantee that cumulative errors will not be significantly larger, but experience has
shown that for stable systems this very rarely occurs. The integration process can be halted and
its progress monitored. The integration algorithm automatically reports its status every 5000
integration steps if the final end point of the time range is not achieved or when an error occurs.
The results of the integration process include not only concentration data but also the time
derivative of the concentration data for each time point including zero time. The latter data are
important in the simulation of photon emission in spectroscopic measurements.

Displaying Results. Once the integration has been successfully completed, the program
displays the concentration results for all the species in a tabular format. The program provides
considerable flexibility in the presentation and viewing of both the concentration data and time
derivative of the concentration data of each species. The data for any number of species can be
presented in any desired order for an enhanced focus and comparison of pertinent results. Any
desired set of results can also be printed in a report format together with optional mechanistic
information. Specific sets of data can be exported to an ASCII file for importing into other
software applications such as Microsoft Excel for further analysis. Finally, any data set type,
concentration or time derivative of concentration data, can be plotted for a graphical summary
view of trends in the data for that species. In an effort to limit the complexity of an individual
plot, no more than five such data sets can be plotted at one time. A printed copy of the plot can
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also be readily obtained using either laser or inkjet type printers. Customized plots intended for
presentation or publication can be obtained using graphics programs and data exported as
mentioned above, Reports containing calculated results can also be generated. Again, like the
ability to. display data, any combination of selected data can be included in the report. The
amount of mechanistic information included in the report can be controlled as well.

Program Interface. As a Windows compatible program REACT has many features
common to Windows programs. The menu bar contains menu items familiar to most users as
well as menu items specific to REACT. It contains an extensive online Help function to aid the
user in using the program efficiently and answering questions about the program. A tool bar is
included to provide access to icons, which activate the most frequently used commands. A status
bar at the bottom of the program window provides information about the status of the program
and instructions about what to do next. The interface of the program is composed of four tabbed
pages which can be selected using the mouse. The first page is titled, Mechanistic Data, and is
used to enter and edit all the mechanistic data. The second page is the Reaction Times page and
is used to enter and edit the reaction times and adjust the Relative Error Value for the integration
process. The command button to begin the integration calculation is also located on this page as
well as in the tool bar. The Tabulated Data page, which is used to present the calculated results
in a tabular format, is automatically exposed after an integration calculation has been
successfully completed. Once exposed, one can view the calculated results and access the
display options for selecting data items for display. The Plot of Results page, which is used to
display plots of selected results, also becomes accessible after an integration calculation has been
successfully completed and is exposed to access the plot options for the selection of data items to
be presented in a plot.

Moadeling of Experimental Data

The modeling of experimental data provides a straightforward example of the application
of the REACT program. Under ideal circumstances, experimental data is obtained under
conditions where a single rate coefficient is determined from the rate of appearance or
disappearance of a single reaction component. In this case a straightforward mathematical
analysis of the data may be sufficient. However, modeling the complete mechanism may reveal
insights into discrepancies in the fit of the data due to unanticipated reactions. The strategy used
in making experimental measurements of kinetic rate parameters is to reduce the kinetic
importance of all reactions except the one under investigation. This is usually done by
judiciously adjusting the initial concentrations of the reactants and the reaction temperature.
However, by modeling the mechanism in sufficient detail one can obtain a better appreciation for
the influence each reaction may have on the one under investigation and anticipate difficulties in
making kinetic rate measurements under various reaction conditions, i.e. as the initial component
concentrations or reaction temperature are changed. Under simulation, any prior assumptions
about reaction species, such as steady-state conditions, are not only not required but are totally
unnecessary.

The recommended approach to modeling experimental data is as follows. First, it
requires entering the chemical mechanism under investigation in as much detail as possible into
the REACT or similar program. Consider the mechanism shown below which is operative for
many mechanisms involving fuel-related reactions where radical chemistry is predominant. The
mechanism includes thermally initiated bond homolysis, hydrogen transfer and radical
recombination and disproportionation reactions. The available rate coefficients for the reactions
at the temperature of interest and the initial species concentrations are also entered into the
program, Reasonable estimates of the upper or lower limit for some of the rate coefficients may

AA ¢ 2 Ae (1)
As+DH ¢— AH+ D» )
2D+ ¢— DD 3)
2De ¢— DH+ DP @)
As+De <= AD 5)
As+Des <= AH+DP (6)

Fuel-Related Thermal Mechanism
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suffice if actual values are not available. The rate coefficient under investigation is then adjusted
to provide the best fit with experimental results. Simulated results may be exported for use in a
spreadsheet program like Microsoft Excel where statistical analyses of the experimentally
measured results and the calculated results can be performed.

Dissociation Reaction. Let us first consider the modeling of experimental data from the
measurement of the dissociation reaction of AA. Once the relevant mechanistic information,
including available kinetic rate data, and initial species concentrations have been entered into the
program, reaction times corresponding to experimental times are entered using the specific
reaction times program feature. An initial choice for the value of &, can be made based on the
first reliable experimental measurement of the disappearance of AA using the following
equation,

_1,aal
=
¢ [aA]

where ¢ is the experimental time at which the measurement of the disappearance of AA was
made. The simulation calculation is repeated, while adjusting the value of &, in the program
mechanism, until an acceptable fit of the experimental data and the calculated results are
obtained. Statistical analyses can be applied to obtain the goodness of fit using external
programs. A typical plot of the result of modeling k; using the above mechanism is shown below
in Figure 1. Alternatively, each experimental data point could be fit exactly under simulation
and the resultant rate coefficient values would then be averaged. This method is effective when
there are only a few data points. The ratio of the rate coefficients for the radical recombination
and disproportionation reactions of D+ radicals may also be obtained from experimental data if
these reactions are operative in the above mechanism. The rate of hydrogen transfer may also be
obtained, but more suitable initial reaction conditions will provide more reliable experimental
data which we will address next. '

Bond Dissociation Reaction
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Figure 1. Plot of bond dissociaton reaction experimental measurements and its reaction
simulation results.

Hydrogen Transfer Reaction. The rate of hydrogen transfer from the hydrogen donor DH
to the radical A« is governed by the rate coefficient &, in the above mechanism. This rate
coefficient can be determined by again experimentally measuring the disappearance of AA and
DH and the appearance of AH, but with the relative initial amounts of AA and DH changed. In
this reaction the initial reactant concentrations of AA and DH are adjusted so that the rate of
recombination of As becomes competitive with its rate of hydrogen abstraction from DH. An
initial choice for k; is given by the following equations!.

_1_[an]

k=0
T 1Y)

where
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The time average concentration of AA is given by
[AA]= \'(l = Z:-AA)[AA]OZ

where £,, is the extent of reaction based on the disappearance of AA. The simulation
calculation is repeated, while adjusting the value of &, in the program mechanism, until an
acceptable fit of the experimental data and the calculated results is obtained. A typical plot of the
result of modeling &, using the above mechanism is shown in Figure 2. Using additional
experimental measurements of the concentrations of AA, DH and the various combination
products, the rate coefficients for reactions affecting these species can also be adjusted to
improve the overall fit of all the experimental data to the calculated results.

Hydrogen Transfer Reaction
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Figure 2. Plot of hydrogen transfer reaction experimental measurements and its reaction
simulation results.

The strategy for adjusting any rate coefficient in a mechanism under simulation is to
focus on the reactions having the most kinetic importance. This can be accomplished by
determining the time derivative of each species concentration at initial reaction times where the
reactant concentrations are known. Using estimated rate coefficients if necessary, a crude
reaction analysis can be performed to provide an ordering of reaction importance. If the rate
coefficient for a reaction is adequately known, it can be removed from the group of reactions
with uncertain rate coefficients. If two reactions are contributing prominently to the change in
the concentration of the species being measured, the only recourse may be to adjust the reactant
concentrations of these reactions in order to discriminate their contributions. Once the final rate
coefficients of interest are determined, the agreement between calculated results and
experimental data should remain good for a wide range of initial species concentrations.

Simulation of Complex Chemical Mechanisms

The ability to simulate a complex chemical mechanism depends not only on providing-a
sufficiently complete reaction mechanism, but also requires providing rate coefficients for these
reactions with adequate accuracy. As chemists, it should not be particularly difficult to
hypothesize the important reactions in a mechanism, but the determination or estimation of
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unknown rate coefficients can be quite challenging. The first step in the preparation for the
simulation of any mechanism is to obtain as much information about it as possible from the
literature. This information should provide the basic framework for developing a model of the
mechanism. Once this information has been gathered, the task of assigning forward and reverse
rate coefficients to each reaction begins. As information on the mechanism is researched in the
literature, information on reaction rates should also be obtained. Kinetic rate parameters found in
the literature can be used to calculate rate coefficients appropriate for the reaction temperature
used in any simulation, even if the kinetic data must be extended to apply to the reaction
conditions of interrest. An excellent source for the compilation of gas phase rate data is the
NIST Chemical Kinetics Database? which is available for searching on personal computers. The
NIST kinetics database primarily contains kinetic rate measurements of hydrocarbon reactions in
the gas phase and provides kinetic rate parameters and references to the literature on these
measurements. Some of the references provide critical evaluations of the available rate data for a
reaction and these evaluations should be used as part of the evaluation of the kinetic rate
parameters for the reactions in the mechanism being modeled. Often, however, an evaluation of
the available kinetic rate data is left to the user. While this analysis may not be straightforward,
it should provide a set of kinetic rate parameters which can be used to initially calculate rate
coefficients. These initial values can be adjusted later to agree with whatever experimental data
is available on the process. A similar compilation of gas phase reactions to consider is
Bimolecular and Termolecular Gas Reactions', although these reactions should be included in
the NIST database. Another excellent source of kinetic rate data is the Inrernational Journal of
Chemcial Kinetics where rate measurements for hydrocarbon reactions occurring in the liquid
phase are also reported. Chentical Abstracts can also be searched to find additional literature
references in other journals like the Journal of Physical Chemistry and engineering oriented
journals on process chemistry. Despite the availability of these resources, it is often necessary to
estimate the rate of a reaction where little or no data exists.

Estimation of Kinetic Rate Data

The ability to calculate kinetic rate data from first principles has made important
progress. The calculation of energy barriers for hydrogen transfer reactions involving small
hydrocarbon radicals and vartous hydrocarbons using ab initio methods and transition state
theory has yielded results in good agreement with reliable experimental data'>. But before we
resort to this type of high-level calculation, let us cxplore simpler and more straightforward
approaches to estimating rate parameters for a reaction. The relationship between kinetics and
thermodynamics lies in the equilibrium constant. For a given reaction in the gas phase, the
equilibrium constant for the reaction is given by the ratio of the forward and reverse rate
coefficients as shown in the following equation.

k(1) @
=M

where each variable is a function of the temperature 7. But the equilibrium constant can be
calculated directly from thermodynamic properties of the reactants and products involved in the
reaction yielding the Gibbs energy of the reaction, AG(T). This relationship is represented by the
following equation.

K (1)- o ~220) ®

where R is the universal gas constant and

AG(T)= AH(T)-TAS(T)

The enthalpy and entropy changes of a reaction, AH(T) and AS(T), respectively, are

determined from the individual reactant and product enthalpies and entropies.
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AH(T)= 3 H,(T)- 3 H(T)

products reactants

and

as(r)= 3 S,(10)- ¥S.(7)

products reactanty

The problem is now reduced to determining the enthalpy and entropy change of the reaction over
the temperature range of interest. This subject has been covered. in detail in Thermochemical
Kinetics' by S. Benson. Benson eloquently discusses in his book how thermodynamic data are
used to calculate kinetic rate parameters. However, the problem often arises that there are
insufficient thermodynamic data to perform the calculation. Benson solves this problem in his
book by introducing a group additivity method for calculating the enthalpy and entropy of a
species based on group enthalpy and entropy values for molecular fragments of chemical species.
Group values have been used to estimate thermodynamic properties of hydrocarbon moleeules
and radicals for over ten years'™ 1¢ and new group values continue to be added although there
does not seem to be a common compilation of currently accepted values.

Once the thermodynamic data is assembled and AH and AS are caleulated, we can begin to
address the problem of calculating the individual rate coefficients. If one of the rate coefficients
is known, the other can be obtained directly using equations 7 and 8. If neither rate coefficient is
known then one of them must be calculated. Benson addresses this calculation in his book as
well for a number of common reaction types. He relates the above thermodynamic properties
with the kinetic rate parameters, Arrhenius A factor and activation energy, E, for the forward and
reverse reactions.

A

Ti:exp{TAS}
and

E, -E =AH

where the subscripts f and r refer to the forward and reverse reactions, respectively. In each of
the equations above, one of the rate parameters for the forward or reverse reaction must be
known in order to solve for the other parameter,

The rate coefficient for a reaction may also be obtained by analogy with a similar reaction
whose rate coefficient is known or can be more easily estimated. Adjustment in the activation
energy and A faetor may be made to account for differences in the enthalpy and entropy change
differences in the two reactions. Since the enthalpy change for a bond dissociation reaction can
be equated with the bond dissociation energy, these values can be used directly as the activation
energy when calculating these rate coefficients.

As an example, let us consider the initial stages of the pyrolysis mechanism of tetralin
(1,2,3,4-tetrahydronaphthalene). Briefly, the mechanism initiation involves the bond homolysis
reaction of a carbon—carbon bond in the saturated ring producing a diradical with benzylic and
alkyl carbon-centered radicals. The alkyl carbon-centered radical portion in turn abstracts a
hydrogen atom from other tetralin molecules forming a resonance stabilized radical, 1-tetralyl
and reducing the diradical to a single resonance-stabilized carbon-centered radical,
3-propylbenzyl radical. Hydrogen transfer and structural rearrangements occur to form the major
products, 1-methylindan, naphthalene and butylbenzene. The mechanism includes 20 reactions
and 20 species. These reactions and their rate coefficients were obtained from the literature!’2
or estimated for a reaction temperature of 478°C. Simulation calculations were performed in an
effort to model experimental data. Comparisons of the calculated results and experimental data
for the concentrations of tetralin and the major products are shown in Figures 3 and 4. The result
of modeling this mechanism provides an affirmation of the important reactions involved and a
framework by which evaluate extensions to this mechanism.

In conclusion, it can be stated that the simulation of chemical mechanisms is an important
computational tool for understanding and modeling chemical reactions.  Hypothetical
mechanisms can be tested by comparison with experimental data and once verified predictive
calculations can be performed with confidence. The simulation of chemical mechanisms is
applicable to all areas of chemistry which involve chemical reactions and with the availablility of
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powerful desktop computers and suitable software, like REACT for Windows, its application is
well within the capabilities of most researchers.

Tetralin Thermolysis
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Figure 3. Simulation of tetralin concentration as a function of time during its thermolysis at a

temperature of 478°C. Experimental data is indicated by the open circles and associated error
bars.
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Figure 4. Simulation of species concentrations as a function of time during tetralin thermolysis
at a temperature of 478°C. Experimental data is indicated by the closed circles.
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ABSTRACT

Novel modifications were made to the core components of the algorithms for rate-based
generation of reaction mechanisms’, including introducing thermodynamic constraints into the
estimation of the controlling rate parameters and an altemnative approach for determining the
species included in the final mechanism. Once implemented, the adapted rate-based building
criterion was successfully employed to construct a compact mechanistic model for low-pressure
tetradecane pyrolysis. Though thousands of species and reactions were generated, only a small
portion of these were deemed necessary and incorporated into the final model. Experimental
data were used to determine frequency factors for a subset of the reaction families, while all other
kinetic parameters were set based on the literature. The final optimized values for the frequency
factors were consistent with literature, and the model was able to accurately fit experimental data
from different reaction conditions. With no adjustment to the optimized frequency factors, the
mechanistic model for tetradecane pyrolysis was able to accurately predict reactant conversions
and product yields for varying reaction conditions. Both relative trends and the actual values
were predicted correctly over a wide range of reactant conversions and initial reactant loadings.

L. INTRODUCTION

The advent of tools for computer generation of reaction mechanisms has dramatically
reduced the time for the development of complex reaction models and increased the level of
detail they may include. One of the challenges in building reaction mechanisms using algorithms
for automated model construction, however, is to descnibe the essential chemistry and enable
prediction of experimental data over wide ranges of reaction conditions while maintaining a
manageable model size. For example, hydrocarbon pyrolysis is a chemistry in which molecular
weight growth reactions may be important, and a mechanism generated automatically would
therefore grow to infinite size without the application of external termination criteria.
Implementation of a species rank criterion, which restricts those species capable of undergoing
reaction based on the order in which they appear in the mechanism, overcame this obstacle
However, this criterion is usually not restrictive enough since insignificant species must also be
included to capture the important ones.

This limitation motivated development of an alternative strategy for computer generation
of reaction mechanisms that includes important reactions based on quantitative evaluation of
reactivity'. This approach exploits the capability to estimate rate constants as the mechanism is
generated, allowing it to be solved at any point. The mechanism is built iteratively, as a growing
reaction mechanism is altcrnativcly generated and solved. Quantitative evaluation of the
formation rates of all species during the mechanism building process determines the next set of
species allowed to undergo reaction. The formation rates are compared to a characteristic rate of
the current system, and a weighting factor, ¢, is used to adjust the characteristic rate to allow
more or fewer species to be included in the mechanism.

The work that will be described builds upon the previous work® but includes several
important improvements. The first implementation of the rate-based approach used the
disappearance rate of a single reactant to define a characteristic rate in the system to which ail of
the other rates were compared, and the conversion of this reactant was used as the marker of the
completeness of the mechanism. If the reactant quickly equilibrated, the mechanism building
process would not advance. In the new implementation, time is used as the independent variable,
and the rates of all of the species in the system are used to determine the overall characteristic
rate. Secondly, since the mechanism building process requires on-the-fly kinetic information, a
lookup capability was implemented to allow experimental rate information to be incorporated.
Finally, equilibrium information was obtained through on-the-fly calculation of heat capacity,
enthalpy and entropy values. By marking reversible pairs of reactions, the rate constant for the
reverse reaction could be calculated from the forward rate constant and the value of the
equilibrium constant. This latter capability represents a substantial advance in our ability to
generate complex reaction mechanisms via the computer.

. PROCEDURE

A mechanism for low pressure tetradecane pyrolysis was generated to determine the
effectiveness of the adapted rate-based generation algorithm. This reaction system serves as an
adequate test for the rate-based generation criterion since thermolysis of a long chain paraffin can
lead to thousands of intermediates and stable products. However, only a small fraction of these

is actually kinetically significant. Furthermore, experimental information collected in our-

laboratory’ was available to test the ability of the model generated to capture the reactant
conversion and product selectivities over a wide range of reaction conditions. Low pressure
batch pyrolysis reactions were conducted using initial loadings of tetradecane ranging from 0.01
t0 0.045 M for times ranging from 10-150 minutes at temperatures of 420 and 450°C.

The reaction mechanism was built by implementing six reaction families deemed
important for gas-phase hydrocarbon pyrolysis at moderate temperatures: bond fission, radical
recombination, B-scission, radical addition, disproportionation and hydrogen abstraction
(intermolecular and intramolecular through 1,4-, 1,5- and 1,6-hydrogen shift reactions).
Estimates of the Arrhenius frequency factors and the parameters of an Evans-Polanyi
relationship*, E, and «, for each reaction family were obtained from the literature. The model
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was constructed using an initial tetradecane concentration of 0.0322 M and a reaction
temperature of 420°C. The weighting factor, €, was varied from 1.0 to 5 x 10®. The total
number of species, the reactive species, the total number of reactions and the number of reactive
reactions were tabulated as a function of the weighting factor. Each individual elementary step is
specifically tallied; the numbers of reactions reported are not consolidated according to the
known reaction path degeneracies nor are reverse and forward pairs lumped as a single reaction.

IOI. RESULTS

The model characteristics as a function of weighting factor are summarized in Table 1.
As the weighting factor decreased, all quantities reported increased. However, the growth in the
total number of species was more dramatic than the moderate growth observed for the number of
reactive species. Thus, using rate-based building and the weighting factor as a “tuning”
parameter, the size of the mechanism solved was easily controlled. The adequacy of the reaction
mechanism was assessed by monitoring two key characteristics: whether all of the major
products observed experimentally were included and if secondary reactions of olefins were
described. For example, at a weighting factor of 1.0, only C,-C, alkane products were included
in the model, while C,-C,; alkanes were detected experimentally. It was necessary to decrease
the weighing factor to 5 x 10°* before tridecane, the major product observed in the lowest yield,
was included in the mechanism as a reactive species.

The mechanism generated employing a weighting factor of 5 x 10 was therefore used to
capture the experimental behavior. Experimental data from 20 mg pyrolysis reactions of
tetradecane conducted at 420°C and 450°C were used to determine controlling rate parameters.
There were 27 parameters which could be varied, a frequency factor, an E, and an o value for
each reaction family. However, only four parameters, Ayou tgsion Apscissions Atabsiraction by - a0 A 5.
hydrogen shiny Were fit against the experimental data. All other parameters were set constant at values
obtained from the literature. Note that only frequency factors were permitted to vary, while all
intrinsic barriers and transfer coefficients were fixed.

A parity plot comparing the fitted model yields to the experimentally observed yields for
major and minor products is shown in Figure 1. The model did an excellent job of fitting the
experimental data from the pyrolysis reactions over several orders of magnitude. Reactant
conversions for both temperatures were fit extremely well, even though no activation energies
were used as fitting parameters. Gaseous hydrocarbons and liquid a-olefins were also fit very
well.

The predictive capabilities of the model were then assessed by solving for the product
yields and conversion at other reactant loadings with no further adjustment to any of the model
parameters. A comparison of predicted and experimental yields of undecene as a function of
reactant conversion and reactant loading is shown as a representative example of the predictive
capability of the model in Figure 2. The model was able to predict accurately the trends in the
data and the actual values over a wide range of conversions and reactant loadings. Similar
predictive capabilities were observed for gaseous hydrocarbons and other long chain o-olefins.
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Table 1. Summary of model characteristics as a function of the weighting factor used to direct
rate-based building.

Weighting  Number of N:::;g : T Number of N;:;l;‘i";:i
factor total ‘species species reactions reactions
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ABSTRACT

From fist-principles calculations we find evidence for a direct effect of co-adsorbed chlorine on the
adsorption of dihydrogen and ethylene on sulfur-poisoned palladium. On the model (111) surface,
chlorine restores molecular and atomic adsorption energies, and decreases the barrier to H, dissociation.
By contrast, on Pd,, one adsorbed sulfur increases, while one co-adsorbed chlorine decreases the
adsorption energies compared to the clean cluster. We discuss the implications of such effects in the
context of the preparation of noble metals based hydrogenation catalysts of improved thioresistance,
needed by the refining industry.

I. INTRODUCTION

As specifications on sulfur and aromatics contents in diesel fuels become ever more severe, the
development of more active as well as sulfur tolerant hydrogenauon catalysts appears as an increasingly
important issue for the refining industry. Halogens incorporated in the solid's formulation, or in the
stream of reactants, dre known to impart some degree of thioresistance to noble metals (Pt, Pd) based
hydrogenation catalysts. Very litttle 1s known about the microscopic origin of this effect, although it
could provide important guidelines for the preparation of new catalysts. A mechanism involving
electrons attraction by halogens bound to the carrier and mediating an electron deficiency of supported
metal particles, is usually invoked. However, such a long range effect on electronic structure may appear
very unlikely. We have therefore undertaken systematic first-principles simulations aiming at probing
the direct effect of adsorbed chlorine on the structural, electronic and adsorptive properties of the Pd
(111) surface and Pd, clusters, poisoned by sulfur (2), (5), (7).

1. METHODS

The calculations were based on the density functional theory (DFT). For the clusters, we used the
Gaussian 94 code (1) under the B3LYP option. Scalar relativistic effects for Pd were incorporated
through the use of the LanL.2DZ basis set, whereas the standard 6-311(d,p) basis set was chosen for the
elements S, Cl, C and H. All geometries were fully relaxed. More details can be found in (2). The
calculations on model surfaces were performed using the VASP code (3) using a plane-wave
pseudopotential formalism. Exchange and correlation effects were included within the generalized
gradient approximation (4) (GGA). We used a supercell geometry consisting of a palladium (or
platinum) slab four layers thick with a 3x3 surface cell, and a vacuum gap of thickness equivalent to six
layers. Adsorbates and adatoms were introduced on one side of the slab and allowed to fully relax, as
well as the first two layers of metal atoms, the remaining two layers being fixed at bulk positions. Full
details can be found elsewhere (5).

111. RESULTS AND DISCUSSION

The computed adsorption energies of sulfur and chlorine on palladium substrates are compared in
Table 1. The magnitude of these energies correspond to strong chemisorptions. Both on the electron
deficient clusters and on the full surfaces, sulfur binds more strongly than chlorine. The nature of these
bonds has been demonstrated elsewhere (2), (5) : while the sulfur-palladium bond is essentially covalent,
the chlorine-palladium bond has a significant ionic character, both on surfaces and clusters. The adatoms
bind more strongly on the surface than on the cluster.

Bulk and surface metal-sulfur bond strengths are compared in Table 2 for Pd and Pt. For the bulk, we
use either the cohesive energy per M-S bond as defined in (6), or the standard heat of formation of the
isostructural sulfides which also includes the bulk metals cohesive energies. Albeit the surface bonds
follow the same tendencies as the bulk bonds, their differences appear much less marked.

The competitive adsorption between sulfur and chlorine is analysed in Table 3: the strong repulsive
interaction seen between co-adsorbates sharing two palladium atoms decreases rapidly as the S-Cl
distance increases. On Pd, , S and Cl can even mutually strengthen their adsorption when they share a
single Pd atom. On the surface, the destabilization for S and Cl sitting in comner sharing or non adjacent
three-fold hollows is quite comparable to that induced by increasing coverage with sulfur alone. Co-
adsorption of S and Cl on palladium can therefore be taken as quite likely for systems where externally
imposed chemical potentials of chlorine and sulfur are comparable (see (5)for a more detailed
discussion).

The molecular chemisorption on ethylene is the first step of its heterogeneous catalytic
hydrogenation. The computed adsorption energies of ethylene on our clean model substrates are reported
in Table 4. The «top » = configuration is clearly preferred on the Pd, cluster, whereas the the di-
o bridging configuration is favoured on both the Pd(111) and Pt(111) surfaces, in accordance with other
computational studies and experiment. Platinum binds ethylene a little more weakly than palladium.

As shown in Table 5, sulfur and chlorine co-adsorbed on the palladium surface or the Pd, cluster have
contrasted effects on elhylene chemisorption. It is sligthly enhanced by sulfur, and weakened by chlorine
-on the cluster. The cooperative effect of S and Cl leads to a significant poisoning of ethylene adsorption,
obviously in a non-linear fashion. On the Pd(111) surface, a moderate poisoning is brought about by
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0.22 ML sulfur, while chlorine has no effect at the same level of coverage. The mixed ad-layer behayes
more like chlorine, which we take as an evidence of effective depoisoning.

We have shown elsewhere (5) the microscopic details of poisoning by sulfur of the dissociative
chemisorption of molecular hydrogen on Pd(111), and the depoisoning effect of co-adsorbed chiorine:
the latter involves a reduced barrier to dissociation, and restored stability of atomic H bound to the
surface with respect to associative desorption. In the mixed ad-layer, the effect of chlorine is again
dominant, indicative of another direct depoisoning effect.

IV. CONCLUSIONS

In summary, we have found that although sulfur binds more strongly than chlorine to palladium (or
platinum) surface atoms, co-adsorption is likely to occur both on very small clusters and on extended
metallic surfaces: in the latter case islands of chlorine may segreggate because lateral repulsions between
adsorbed sulfur atoms are stronger than between adsorbed chlorine atoms. Co-adsorption of chlorine and
sulfur affects the molecular adsorption of ethylene differently on very small palladium clusters and on
periodic surfaces, respectively weakening and strengthening the interaetion. In both cases the effect is
non-linear in the sense it is not the average of the effects of the separate adatoms.

We have demonstrated therefore the likeliness of a direct induction of thioresistance by co-adsorption
of an halogen on the palladium surfaces. However, on very small palladium agreggates, chlorine could
on the contrary amplify the poisoning by sulfur. For practical purposes, this would imply avoiding too
high dispersions of the active metal in the supported catalyst.

Future studies should focus on the diffusion and segregation of adatoms at metal surfaces in presence
of activated hydrogen, as well as the determination of energy profiles along reaction paths of
hydrogenation reactions, in order to enable evaluations of kinetic data by Monte Carlo simulations (8).
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Table 1. Adsorption energies of sulfur and chlorine on model metallic substrates (kCal.mol™)

Substrate Sulfur Chlorine Ref.
—Pd; 853 363 ()]
Pdg -81.4 -65.2 )
Pd(111) (8,~0.33) -109.5 711 )

Table 2. Comparison of computed bulk and surface metal-sulfur bond strengths (kCal.mol™")

System Eus AH°f Ref.
Bulk PdS 45 -16.9 (6)
S@Pd(111) 8033 109.5 - (5)
Bulk PtS 56.3 -19.5 (6)

S @Pd(111) @033 111.1 - -

Table 3. Changes of the total adsorption energy of S+Cl as a function of S-Cl distance, relative to
infinite separation (results from Ref. (5) for Pd(111)).

Substrate S-Cl distance Pd shared E,.(S+Cl) Change
(nm) (kCal.mol™) (%)
Pd, o) 0 -Tar7 T
Pd, 0.47(ii) 1 -142.9 +5.3
Pd, 0.47(ii1) 2 -1343 -52
Pd(111) (iv) 0 -190.7 0
Pd(111) 0.187(v) 2 -16.6 91.3
Pd(111) 0.323(vi) 1 -174.8 -8.3
Pd(111) 0.485 (vit) 0 -185.6 2.7

(1): Adsorption of S and Cl on separate clusters, S stabilized in three-fold site (face of the tetrahedron), Cl in bridge site.
(ii): Adsorption of S on a three-fold site and C} on a bridge site (non adjacent edge) of the same cluster

(ii1): Adsorption of S on a three-fold site and Cl on a bridge site (adjacent edge) of the same cluster

(iv): Adsorption of S and Cl in separate cells at the low coverage limit (6,=0.11)

(v): Adsorption of $ and Cl in two edge-sharing ajacent three-fold hollow sites.,

(vi): Adsorption of S and Cl in two corner-sharing opposite three-fold hollow sites.

(vi1): Adsorption of S and Cl in two next to next neighbour three-fold hollow sites.

Table 4. Adsorption energies of ethylene on model metallic substrates (kCal.mol™)

Substrate E.. Configuration Ref.
Pd, <185 3 -
Pd, -9.4 di-o -
Pd(111) -14.7 n -
Pd(111) -23.5 di-o @
Pt(111) -10.6 n -
Pt(111) -20.2 di-o -

Table 5. Effect of sulfur and chlorine on the adsorption of ethylene on palladium (kCal.mol™)

Substrate E,.(CH,) Configuration Ref
Pd, -18.5 i3

Pd,S -20.8 n

Pd,Cl -16.1 R

Pd,SCI -16 n

Pd(111) -23.5 di-c )
Pd(111) +022MLS -19.3 di-o 7)
Pd(111) +0.22MLC1 -23.5 di-o )
Pd(111) + 0.1:MLS -223 di-c (@)
+0.11 ML Cl
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ABSTRACT

The hydrodesulfurization (HDS) process chemistry and reaction network have been modeled at the
molecular level. The following sulfur compound types have been considered: mercaptans, sulfides,
disulfides, thiophenes (T), benzothiophenes (BT), dibenzothiophenes (DBT), and their alkyl and
hydrogenated derivatives. The steric and electronic effects of the alkyl side chain of thiophenic

- compounds (T, BT, and DBT) are taken into account. The dual-site mechanism - o site for direct
desulfurization and T site for hydrogenation on catalyst surface - is incorporated; the corresponding
dual-site LHHW formalism is constructed to describe the complex kinetics. A rigorous molecular
model for gas oil HDS is thus developed fast and successfully by aid of the Kinetic Modeler’s
Toolbox (KMT). The model matches pilot plant data very well and can be used to optimize the
HDS process.

KEYWORDS: Hydrodesulfurization (HDS), Molecular Modeling, Kinetic Modeling

INTRODUCTION

Hydrodesulfurization (HDS) has been one of the most important oil refining processes. The process
chemistry has been studied extensively over the past two decades [1-3]. However, with more and
more stringent environmental regulations, our interests in HDS process have been renewed. Low
sulfur specifications caused the refiners to look at the hydrotreating options and thus more rigorous
models are desired to better improve the process. In this paper, a practical molecular level modeling
of HDS process is introduced and developed, which is part of a much wider effort aiming at
automated molecule-based kinetic modeling of gas oil hydroprocessing (4].

MODEL DEVELOPMENT

Classification of Sulfur Compounds

The petroleum feedstock contains the following sulfur compound types: mercaptans, sulfides,
disulfides, thiophenes (T), benzothiophenes (BT), dibenzothiophenes (DBT), and their alkyl and
hydrogenated derivatives. HDS reactivity depends critically on the molecular size and structure of
the sulfur compounds. The mercaptans, sulfides and disulfides have, generally, fast kinetics
compared with the thiophenic compounds (T, BT, and DBT as shown in Figure 1). The substituent
groups adjacent to the S atom on thiophenic compounds generally retard HDS. While methyl
groups distant from the S atom generally increase HDS activity - an effect attributed to increased
electron density on the S atom - those adjacent to the S atom decrease reactivity due to steric effect

[2].
4 9 1
. Oy O
7 6 4

Figure 1. Thiophenes (T), Benzothiophenes (BT), and Dibenzothiophenes (DBT).

Those significant positions on T, BT, and DBT are identified as listed in Table 1. For example, it
has been found that 4,6-dimethyldibenzothiophene (4,6-DMDBT) remains intact until the final
stages of HDS of a light oil. The substituent groups on the significant and non-significant positions
have different steric and electronic effects on HDS reactivities. As shown in Table I, for example,
we need at least two monomethyl, three dimethyl, and three trimethyl-substituted molecular
structures to account for this position difference for alkyl-DBTs up to C3.
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Table 1: The significant positions of thiophenic compounds.

ulrur igninicant Position  Non-signitticant Factor™ {sterictelecironic epresentative Structures
T 2,5 3,4 fir<<ft 2CT1,3C2, 2C3, 1C4
-BT 2(3,7) 4,56 fier <<frer 2C1,2C2, 2C3, 2C4
DBT |4,6 1,2,3,7,8,9 fipar <<f2per 2C1,3C2,3C3

* Subscript 1 denotes there is an alkyl chain at a significant position; 2 for non-significant position.

Reaction Pathways and Network
The following reaction pathways shown in Figure 2 are used to describe the HDS chemistry. The
mercaptans, sulfides, and disulfides can be easily desulfurized. The T, BT, DBT and their alkyl

RSH.———R_H‘H:S ?-_—‘ Q\N

7

RSSR’ ——= RSH + R'SH N — NV

oy = cvellsvelleve

| | T
0= O =0~ CO=00—00

Figure 2. HDS reaction pathways and network.
derivatives can go through either the hydrogenation reaction at the t site or the direct
desulfurization reaction at the o site on the catalyst surface [3].

Reaction Kinetics

Table 2 shows the rate laws used to model HDS kinetics. The classical dual-site mechanism - & site
for direct desulfurization and < site for hydrogenation on catalyst surface in HDS process - is
utilized to implement the corresponding dual-site LHHW formalism. This rate law is derived from
the model compound studies by assuming the rate-determining surface reaction step between
adsorbed reactants and two competitively adsorbed hydrogen atoms for both.types of reaction [5].

Table 2: HDS rate law.
e SokK 4Ky [A] [H,] + JkK sKuo(A] [H,]-[B]/K)
(1 + YK ]+ Ky [H,] ) (14 3K, 1]+ JK ol H,] )
Where r is reaction rate, {I] is concentration of component, k is rate constant, K, is

adsorption constant of component, K is equilibrium constant and n is the exponent
of inhibition term (3 for HDS). -

The two global factors (£, and £) are introduced to account for the total steric and electronic effects
of substituents on thiophenic compounds at both o and t sites.

RESULTS AND DISCUSSION

A detailed molecular level kinetic model for HDS of light gas oil has been developed using the
Kinetic Modeler’s Toolbox (KMT) — a software package that automates the kinetic modeling of
industrial complex processes {4]. The complete reaction model was built automatically in only 2
CPU seconds and solves very fast in less than 2 CPU seconds on an Intel Pentium II 333Mhz
machine.

The current version of the model containing 243 species and 437 reactions was tuned to pilot plant
data and the parity plot (Figure 3) shows the model matches the experimental data very well and
can do a good job even in very low sulfur levels (<50ppm). The parity guarantees the model
follows the right trends of the molecular conversions in the process stream and the developed
model can certainly provide the quantitative insights to improve the HDS process.

CONCLUSIONS
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The automated molecule-based kinetic modeling strategy was successfully extended to build
rigorous HDS model as part of the effort to model gas oil hydroprocessing [4]. To rigorously model
the HDS chemistry, it is necessary to incorporate at least all the representative molecular structures
with substituents at both significant and non-significant positions. It is also very important to
incorporate dual-site mechanism and implement the corresponding LHHW formalism to take into
account the inhibitions of various compounds in the process stream (especially the H,S inhibition at
o sites). The developed HDS Model matches the pilot-plant data very well and can be used to
optimize the low sulfur hydrotreating process quantitatively.

REFERENCES

1.
2.

3.

Girgis, M.J., and Gates, B.C., Ind. Eng. Chem. Res. 30, 2021 (1991).

Topsee, H., Clausen, B.S., and Massoth, F.E., in "Catalysis Science and Technology" (J.R.
Anderson and M. Boudart, eds.), Vol.11. Springer-Verlag, New York, 1996.

Whitehurst, D.D., Isoda, T., and Mochida, 1., Advances in Catalysis, 42, 345 (1998).

Hou, G., Klein, M.T.,, 2nd International Conference on Refinery Processes Proceedings,
AIChE, Houston, TX (1999)

Vanrysselberghe V., and Froment, G.F., Ind. Eng. Chem. Res. 35, 3311 (1996).

Parity Plot for Sulfur @ Various T & LHSV
10000
1000
i
a *
g o
&
10
1
1 10 100 1000 10000
Expt (ppm)
|

Figure 3. Parity plot of HDS model.
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INTRODUCTION

Fluid Catalytic Cracking (FCC) is a major refinery process designed to upgrade
heavy and less valuable petroleum products to gasoline and lighter products. The
feedstock for the FCC process ranges from light gas oils to heavy hydro-treated resids.
The complexity of the feedstock, and the associated analytical chemistry and
computational obstacles, helped shape early FCC modeling approaches (2,3,7). The
traditional need for easily deployed reaction models led to the formulation of simple,
lumped kinetic models. Lumped models often fail to capture the complex FCC chemistry
and as a result are specific to the feedstock, the catalyst used and the operating
conditions. Additionally, lumped models do not give the detailed product distribution
required for process design and optimization.

The new paradigm is to track each molecule in the feed and product through the
process and to move towards models having fundamental kinetic information. This has
led to the modeling of the chemistry at the mechanistic level (5,6). These mechanistic
models have a large number of gaseous and surface species and, hence, are very CPU
intensive. Thus, on the one hand, the need for a detailed molecular representation and
fundamental kinetic information make the use of mechanistic models attractive, but, on
the other hand, the large solution time renders them of limited use in practice. This
motivates the development of pathways-level models. Pathways-level models are not as
large and complex as the mechanistic models because of the exclusion of reactive
intermediaries, e.g., surface species. They also offer the advantage of being sotved in a
reasonable amount of time. They offer the opportunity to incorporate detailed Kinetic
information by the inclusion of all important observable molecules explicitly, and hence
have the predictive capability tacking in the lumped models.

Developing such molecularly explicit models for gasoil fluid catalytic cracking is
now possible because of two enabling advances. First, recent developments in analytical
chemistry now allow a molecularly explicit stochastic description of gasoils. Second, the
explosion in computational power makes possible the necessary bookkeeping to generate
and solve reaction networks with a large number (O(10%) of molecules. The aim of this
work is to develop an automated capability for building pathways-level FCC models for
heavy hydrocarbons (e.g. gasoils). In the following sections, we will briefly discuss the
methodology used for determining a molecular description of the feedstock and then also
outline the strategy used for computer-generation of gasoil FCC pathways-level kinetic
model.

FEEDSTOCK CHARACTERIZATION

The ability of a reaction model to describe the product distribution depends to a
large extent on the initial conditions i.e., the structure and the mole fractions of the
molecules in the feedstock. Such detailed characterization for the heavier feedstock, such
as gasoils, is seldom available. Even modern analytical techniques reveal only structural
attributes (i.e. the number of aromatic rings, number of saturated rings, number of
sidechains, etc.) rather than the detailed individual molecular structures. The first
challenge, then, is to determine a set or molecules and associated mole fractions
characteristic of the feed from routinely available analytical data, such as true boiling
point distribution, average molecular weight, elemental analysis, NMR data and GC/MS
lumps. This can be done using the MoleGen technique (4).
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In this technique, molecules are represented in terms of a collection of molecular
attribute building blocks ( ¢.g. number of aromatic rings, number of naphthenic rings,
number and length of sidechains, etc.). Each attribute is represented by a probability
density function. Monte Carlo sampling of the set of probability density functions
provides a large ensemble of molecules (O(10%)). The properties of this ensemble of
molecules are compared to experimentally obtained analytical data to obtain an optimal
set of probability density functions. These optimized probability density functions
contain the statistical description of the feedstock and can be easily transformed into a set
of molecular structures and their associated mole fractions.

MODEL BUILDING

Pathways models for complex feedstocks, such as gasoils, can have a large
number of molecules and their reactions. It can be quite tedious and time-consuming to
build such models by hand. This motivates the automation of the model building process.

To automate the process of reaction network building use is made of graph
theoretic concepts. In this approach, a molecule is represented by a graph, the atoms
being the nodes of the graph and the bonds being the edges of the graph. For all the
reactions in FCC, the connectivities of only a few of the atoms in the involved molecules
change. This means that a reaction can be represented by the change in the connectivity
of only a few anodes in the graph. The connectivity matrices of the reactants are
combined into an augmented reactant matrix, which, after permutation gives the reduced
matrix for the reactants, containing the connectivities of only those atoms whose
connectivity changes in the reaction process. The bond breaking and forming (i.e., the
reaction ) is then carried out by simple matrix addition operations (1).

The chemistry is represented through the implementation of reaction rules. These
rules rely on theoretical and experience-based kinetic approximations and are useful tools
in keeping the size of the model realistic without significantly effecting the product
distribution. The reaction network is then converted to a set of differential equations
using the OdeGen parsing code (1). Conceptually, the resulting mathematical model can
then be solved with appropriate initial conditions and rate constants. However, during the
developmental stage, the rate constants for most of the reactions are usually not known a
priori and the model has to be solved within an optimization framework to determine the
rate constants.

This requires that the number of rate parameters must be kept to a reasonable
number to obtain true rate constant information from optimization to the experimental
data.. Even with the use of reaction rules for the complex FCC chemistry the detailed
reaction model can have a large number of reactions and their associated rate constants
(0(10%). Clearly, some organizational or “lumping” scheme that does not sacrifice the
basic chemistry is in order. To this end, it is useful to realize that much of the complexity
is statistical or combinatorial, and that the large number of reactions and rate parameters
in the pathways-level model can be handled by lumping the reactions involving similar
mechanistic steps into one reaction family. The Kinetics of all the reactions within the
same reaction family are described by a common set of parameters. Differences in the
reactivity within the same reaction family can be traced to differences in the heat of the
reaction.

RESULTS AND MODEL DIAGNOSTICS

These ideas of feedstock characterization and automated model building were
applied to gasoil FCC reaction modeling. The analytical data available for gasoil included
boiling point distribution, average molecular weight, Clay Gel analysis, MS lumps and
average parameters from NMR analysis. These analytical data were used to determine a
stochastic molecular representation of the feed using the MolGen technique. The feed
was described in terms of 222 representative molecules and their mole fractions.

The feed was then grouped into a few compound classes ( paraffins, iso-paraffins,
naphthenes and aromatics), which, in turn, were allowed to react through a limited
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number of reaction families (cracking, isomerization, dehydrogenation, hydrogenation,
and aromatization). This allowed the division of all the reactions into a small number of
reaction families with associated rate parameters. Table | shows the model diagnostics
for the final model. The use of reaction family concept allowed the description of all the
rate constants for 3293 reactions in terms of about 30 rate parameters.

Feed Molecules 222
Total number of molecules 823
Paraffin Cracking Reactions 574
Paraffin Isomerization Reactions 206
Olefin Cracking Reactions 131
Naphthenic Cracking Reactions 138
Aromatic Cracking Reactions 435
Hydrogenation Reactions 274
Dehydrogenation Reactions 221
Model Generation Time 433s
Model Solution Time < 1 minute

Table 1. Gasoil Fluid Catalytic Cracking Model Diagnostics

To develop the optimal reaction network and to determine the rate constants the
model predictions were constrained to match the pure components as well as gasoil
experimental data. As an example of the quality of fit between model and experimental
values Figure 1 shows the results for n-heptane cracking.

0.4

0.35 1

0.25 + O WHSV 19.6 hr

EWHSV 135 hr
AWHSV 6.5 hr

Model
o
N

0 t + t !
04

0.2
Experimental

Figure 1a. Parity Plot for Heptane Conversion at different weight hourly space
velocity (WHSV).
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Carbon Distribution for Heptane Cracking
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Figure 1b. Parity Plot of Selectivity by Carbon number for n-heptane cracking.

Values in brackets are the WHSV.
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Figure 1c. Parity Plot of Paraffin / Olefin ratio for n-heptane cracking. Values

in brackets are the WHSV,

CONCLUSIONS :

1.

Graph theory was successfully used to generate a molecularly explicit gas oil FCC
model containing 823 species and 3293 reactions.

. The parity of the predicted results was reasonably good with the experiments. This

suggests that the stochastic approach for generation of the feedstock and the reaction
family concept for expressing the rate constants are very good tools for predicting the
reactivity of a complex mixture.

This approach to automated pathways-level model building can be easily extended to
other feedstocks and catalyst systems in order to obtain kinetics information.
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KINETIC SOLVENT EFFECTS ON HYDROXYL HYDROGEN ATOM ABSTRACTIONS
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The rates of radical reactions are commonly assumed to be independent of the -

solvent. We have demonstrated that this assumption is fully justified for hydrogen atom
abstraction from cyclohexane by cumyloxyl radicals.! However, we have also
demonstrated the occurrence of dramatic solvent effects on the rates of H-atom
abstraction from phenol and tert-butyl hydroperoxide by the same radical.? These very
large solvent effects were attributed to hydrogen bond formation between the substrate,
XOH, and hydrogen bond accepting (HBA) solvents, S. The magnitude of this kinetic
solvent effect (KSE) is therefore determined by the strength of the interaction between
XOH, the hydrogen bond donor (HBD), and the HBA solvent. This led us to predict that
the magnitude of a KSE (i.e., the rate constant ratio, ¥ e , measured in two solvents,
A and B) would "depend on the Lewis acidity of XOH, (but would) generally be indepen-
dent of the nature of the radical which abstracts the hydrogen atom".2 That is, for the
reaction
XOH +Y* > XO* +YH 1)

the ratio of the measured rate constants in soivents A and B will generally be
independent of the structure of Y, ie., (I(AXOHN)/(IJBXOH,Y } = constant (for the same
XOH).

We have confirmed this prediction using phenol and a-tocopherol (vitamin E) as
hydrogen atom donating reactants, XOH, and two Y* radicals having grossly different
absolute reactivities in hydrogen atom abstraction.® The highly reactive Y* radicals were
alkoxyls, cumyloxyl (CumOQ?®) in the case of phenol and tert-butoxyl (BO") in the case of
o-TOH. A single, relatively unreactive Y® radical was chosen, 2,2-diphenyl-1-
picrylhydrazyl (DPPH), because of the ease with which its decay kinetics could be
monitored in @ conventional spectrophotometer via its strong visible absorption.

Dramatic kinetic solvent effects (KSEs) are shown by the kinetic data in Table 1,
For example, the rate constants for abstraction of the phenolic hydrogen atom of a-TOH
by DPPH® and by BO" decrease by factors of ~67 and ~60, respectively, on changing
the solvent form n-pentane to y-valerolactone. Similarly, the rate constants for hydrogen
abstraction from phenol by DPPH® and CumQ* decrease by factors of ~107 and ~136,
respectively, on changing the solvent from n-octane to ethyl acetate.

These' kinetic data in a dramatic fashion confirm our prediction that the
magnitude of the KSE on XOH/Y" reactions would be essentially independent of the
nature of Y*. Thus, a plot of log (K>rorso/M™ ) vs log (Ktormeen/M ™ s} has most of
the points fall very close to the straight line with a slope = 1.0. It is truly astonishing

considering that in the same solvent the absolute magnitudes of the two rate constants
differ by a factor of over one million. That is, for almost any solvent:

kforso/ KiomoPPH = 1.6 x 10°

Even more striking are the results with phenol. Once again, the plot of log

(kspho..m;umolM'1 s'1) vs log (ksphOH/DppH/M'1 s"’) has all but one of the points fall very
close to the line drawn with a slope = 1.0. In this set of experiments the absolute
magnitudes of the two rate constants in the same solvent differ by a factor of
10 000 000 000! That s,

s s x 10
kphorucumo /Kpnowpep = 1.0 X 10

Our findings were more recently additionally confirmed with peroxyl“'5 and
carbon-centered6 radicals, respectively.

Our studies on kinetic solvent effects (KSE) on free radical reactions have also
serendipitously led to a completely new method for measuring equilibrium constants for
hydrogen bonding from a variety of XOH to very many hydrogen-bond acceptors
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(HBAS) in CCly solvent, K"8~CC4, .. Since this methad does not rely on infrared
spectroscopy it can also be used to measure KHBNCC"‘XOH for HBAs containing
hydroxylic groups provided only that the hydroxylic hydrogen atom in XOH can be
abstracted by free radicals. We demonstrated the validity and simplicity of this new
technique using phenol as XOH. Our kinetic measurements yielded KHBACCh PhoH With
HBAs wh|ch do not contain OH groups and which serve as a check for our method and

“phoH With HBA's which do contain OH groups, acetic acid, methanol, and tert-
butyl alcohol.

We suggested a kinetic model? to explain the progressive reduction in the rate of
hydrogen atom abstraction from phenol (and tert-butyl hydroperoxide) by cumyloxy!
radicals, CumO, as the HBA abilities of the solvents increased. It invoked reactive non-
hydrogen bonded XOH and non-reactive hydrogen-bonded XOH, e.g.,

Ko
PhOH + HBA PhOH---HBA
k%%AWCumo CumO* CumoO*
PhO® + CumOH + HBA no reaction

Although we now recognize that thls model is oversimplifi ied® it does yield a very
simple and useful kinetic equation, viz.:
CCly _ HB I
Kenotucumo = Kirucum (1 + KERGNC S [HBA]) (2)
which can be rearranged to
B
1 1 Kihone O [HBAY)

= +
1BA xCCla kCCla ®
PhOH/CumO PROH/CLmO PhOH/CumO

Thus, for dilute phenol and HBA in CCly (where their activity coefficients will be
unity) a plot of the reciprocal of the rate constant (i.e., 1/IJ*BNCC"ph0H,cUmo) measured
at 25 °C against [HBA], the concentration of the HBA in CCly, should yield a straight line
with an intercept equal to the reciprocal of the measured rate constant in CCly and with
a (slope) / (intercept) ratio equal to KHBNCC"’phOH. The kinetically derived equilibrium
constants for hydrogen bonding between phenol and HBAs are summarized in Table 2
and are compared therein with the ranges of equilibrium constants which have been
obtained by the infrared (IR) method at 25 °C.

CONCLUSIONS

We have demonstrated that for hydroxyl hydrogen atom donors rate constants
for hydrogen atom abstractions are strongly solvent dependent and independent of the
nature of the abstracting radical species. Thus, provided rate constants have been
measured for the reaction of one radical with a hydroxyl substrate in a range of
solvents, then a measurement of the rate constant for reaction of the same substrate
with some different radical need to be made in only one of these solvents for values in
all the other solvents to be predicted accurately.

A simplified kinetic model advanced for hydrogen atom abstraction from hydroxyl
hydrogen atom donors provides a new method for measuring equitlibrium constants for
hydrogen bonding from these donors to any hydrogen bond acceptors including
alcohols.
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Table 1. Absolute Rate Constants for Abstraction of the Phenolic Hydrogen Atom from
a-Tocopherol (TOH) in Various Solvents at 298 + 2 K

10°® 1072 107 10°
kforso KforopeH KShoricumo KenoHioPPH
__ sovent  (M'sT) M's™ ™M7'sT) M7'sT)
1 n-pentane 99 74
2 p-octane 60 74 110° 160
3 n-hexadecane 50 73
4 carbon tetrachloride 42 36 86 93
5 chlorobenzene 36 27 48 59
6 benzene 31 18 28 31
7 anisole 20 14 5.6 7.2
8 acetonitrile 9.4 49
9 acetic acid 7.7 6.2 1.8 3.1
10 methyl acetate 3.0 1.9
11 ethyl acetate 2.9 1.65 0.8° 1.5
12 y-valerolactone 1.65 11
13 tert-buty! alcohol 1.8 5.7 0.36 29

Table 2. Equilibrium Constants for Hydrogen Bond Formation at 25 °C between Phenol
and Some Hydrogen Bond Acceptors Measured by the Kinetic Method
(Comparison with 25 °C Equilibrium Constants Measured by Infrared
Spectroscopy from the Literature)

KA/CCI4

HBA [HBA] max (M)* kinetic infrared (lit)
MeC(O)OH 1.2 14 no value
MeCN 0.6 35 46-6.5
MeC(O)OEt 1.5 6.6 8.8-12.3
MeOH 1.2 11 no value
t-BuOH 0.5 14 44
pyridine 0.3 30 41-53
Me;NCHO 0.17 69 64-76

*Maximum HBA concentration used to determine the equilibrium constant by the
kinetic method.
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THERMAL CONVERSIONS OF CONJUGATED CYCLIC POLYENES WITH
ENDOCYCLIC TRANS CARBON CARBON DOUBLE BONDS
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ABSTRACT

The strained monocyclic triene hydrocarbons (1Z, 3E)-5-methylene-1,3-cyclooctadiene (1) and
(1E, 3Z)-5-methylene-1,3-cyclooctadiene (2) with endocyclic trans carbon carbon double bonds
have been found to be key reactive intermediates in the complex thermal rearrangements of the
cis-bridged bicyclic cyclobutene, 2-methylenebicyclo[4.2.0]oct-7-ene (3). Gasphase thermolysis
(>160 °C) of 3 leads to three monocyclic trienes, 4, 5 and 6, and to two tricyclic alkenes, 7 and 8.
Indirect evidence for the involvement of 1 and 2 in the rearrangements of 3 follows from
trapping intermediate 2 with furan and from their thermal generation by the cycloreversions of
their independently synthesized Diels-Alder adducts with furan, respectively. Independent
syntheses of the thermo-labile trienes 1 and 2 and of related hydrocarbons allows to directly
investigate their thermal properties. Competing routes for stabilization of 1 - 3 to mono-, bi-
and/or tricyclic products and their mechanistic implications are discussed. From experimental
enthalpies of activation and molecular mechanics calculations energy profiles are modeled.
Torquoselectivity as a function of ring size is discussed for cis-3,4-bridged cyclobutenes related
to 3.

L. INTRODUCTION

Thermal reorganizations of organic compounds often turn out to be highly stereoselective or
even stereospecific. Frequently these reactions can be classified as concerted. These
transformations usually demand only ‘low’ temperatures at which alternative reaction channels,
e.g. those involving radical paths, are not accessible for energetic reasons. On the other side
‘high’ temperatures are required for reactions involving the thermal generation of radicals by
breaking a carbon carbon bond. The cleavage of a simple C-C single bond necessitates an encrgy
of about 80 - 90 kcal/mol, in crack processes of alkanes in many cases this is in accordance with
temperatures up to 500 °C. However, temperatures for bond breaking can be lowered
considerably by taking recourse to molecular stain and / or electronic stabilization of the carbon
radical centers generated. This can be achieved to an extent that competition between concerted
and multistep radical reactions has to be taken into account. '

In this context monocyclic cyclobutenes easily undergo thermal cycloreversions to acyclic 1,3-
butadienes in concerted reactions.1-3 These archetypal electrocyclic reactions stereospecifically
follow ‘allowed’ conrotation.l> 2 In simple cases the “disallowed’ disrotatory altemative is

found to be energetically disfavored by about 10 kcal/mol. 4 The profound electronic impact of
substituents on the direction of conrotation observed in cyclobutene - butadiene reorganizations
has found much attention, recently, from theory 5 as well as from experiment. 6-8 However, the
stereochemical course of the cycloreversion of 3,4-bridged cyclobutenes which were structurally
constrained proved to be considerably more complex. As a function of ring size of the annulated
rings these compounds were found to thermally undergo ‘allowed’ conrotatory and / or
‘forbidden’ disrotatory ring openings to give E/Z-cyclodienes and / or Z/Z-stereoisomers. 9-11
The border-line case between both directions of cycloreversion, however, seems to rest with
bicyclic cyclobutenes having attached a five or six membered ring.

la 2a
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Of special interest in this respect, therefore, is the thermal behavior of cis-3,4-bridged bicyclic
cyclobutenes, e.g. 2-methylenebicyclo[4.2.0Joct-7-ene (3). The exocyclic methylene substituent
in the 2-position of 3 should exert special effects on the mechanistic course and the energetics of
the transformations of this hydrocarbon. Accessibility and thermal stability of the strained
monocyclic conjugated triene hydrocarbons (12, 3E)-5-methylene-1,3-cyclooctadiene (1) and
(1E, 3Z)-5-methylene-1,3-cyclooctadiene (2), expected to be central, although labile
intermediates in the thermal rearrangements of 3, are of key importance. We now report on
independent syntheses of 1 and 2. The thermal properties of these hydrocarbons have been
determined as well as those of 3. The results provide insight into the competing pathways of
stabilization, as for instance by electrocyclization, by intramolecular cycloaddition, by direct
geometric isomerization via diradicals, and / or by hydrogen migration. Suitably geminal
methylated derivatives, 1b and 2b, and E-dimethylenecyclooctene 9 , signifikant for the question
of a direct geometric stereomutation, have been included in our investigations. Energy profiles
for the thermal reorganizations involved are modeled from experimental enthalpies of activation
and molecular mechanics calculations. Torquoselectivity 5 as a function of ring size is discussed
for cis-3,4-bridged cyclobutene 3 and related compounds.

ll. PROCEDURE

Thermolyses of 3 have been performed at low pressure ( 1-5 mbar) in the gasphase in a
conditioned 20 | pyrex vessel. The flask was heated in an air-thermostat with a temperature
constancy better than 0.1 °C and was connected to a high vacuum line with greaseless stopcocks.
Kinetic measurements have been followed gaschromatographically. Rearrangements of the
thermally labile hydrocarbons 1, 2 and 9 had to be carried out in solution. Toluene-d8 and
cyclohexane-d12 were used as solvents to follow the reactions quantitatively by 'H-NMR
spectroscopy at 400 MHz.

Experimental details of the synthetic procedures for the relevant compounds will be reported
elsewhere.

Molecular mechanics calculations have been performed with the programs MM2ERW 12 and
MMEVBH 13 developed by W. R, Roth 14 and co-workers on the basis of Allinger’s 15 MM2
procedure. The MM2ERW 12 forcefield allows one to calculate conjugated n-systems with high
accuracy without embarking on quantum-mechanical methods. The MMEVBH procedure has
been developed 13,14 to calculate heats of formation of hydrocarbons, conjugated and non
conjugated polyenes as well as those of radicals and diradicals.

Scheme 1. Mechanistic Pathways for the Thermal Reorganizations of C,H,, Isomers 1 - 3, and
Geminal Dimethy] Substituted Derivatives.

=

conrot. R R conrot.
3
[ .

e I

\'R
1 R te-Isom. tc-Isom.
? | 15-H \ /
R
P
\' R
6 \ = 4 R
a)R=H;b)R=CH, 8
5
III. RESULTS

In the temperature range of about 165 to 215 °C gasphase thermolysis of the bridged bicyclic
vinylcyclobutene 3 results in the formation of five new isomeric hydrocarbons. These can be
grouped into two sets, on the one side into the three monocyclic trienes 4, 5, and 6, and on the
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other side into two tricyclic alkenes 7 and 8, with 4 and 7 constituting the main products. 16 The
kinetics of the decrease of 3 follows a first order reaction with log A = 13.27 % 0.06 and E, =
36.13 1 0.12 keal/mol. However, not all of the products are primary ones. Under the reaction
conditions conjugated triene 4 is in fast equilibrium with its 1,5-hydrogen shift product 5. From
this, secondarily the monocyclic unconjugated 6 is formed. The activation parameters for the
mutual conversions 4 <> 5 «> 6 have been determined independently at lower temperatures by
starting with 5.17 The tricyclic alkene 7 slowly undergoes a vinylcyclopropane-cyclopentene
rearrangement to spiroalkene 8. In view of our experimental findings and earlier results on cis-
bicyclo[4.2.0]oct-7-ene!8 the mechanistic pathways given in Scheme 1 have to be taken into
account.

Central to product formation from 3 are the properties of the strained trienes 1 and 2 which
could be formed by allowed conrotatory cycloreversion with inward and outward rotation of the
exocyclic methylene substituent. However, these trans-cycloalkenes are unstable at the high
temperatures necessary to convert 3. Indirect evidence for the involvement of 1 and 2 is derived
from our findings that 2, but not 1, can be trapped in the presence of furan as trans-{4+2]
cycloaddition products and that thermal decomposition ( T > 155 °C) of the four Diels-Alder
adducts possible from 1 and 2 with furan, which all have been synthesized independently, results
in the same product mixtures as that found from 3.16 Mechanistically still unanswered are the
questions if the observed Z Z-product 4 is generated from 3 by direct disrotation, by direct
cleavage of a double bond 1 — 4 or 2 — 4, respectively, or if a multistep sequence 3 > 1 —» §
— 4is followed with a 1,5-hydrogen shift in 1 as the crucial step.

Substituting hydrogen by geminal methyl groups as in 3b after electrocyclization should lead to
labile triene intermediates 1b and 2b. In 1b stabilization by a concerted 1,5-hydrogen shift would
be blocked and recyclization should dominate. Results of gasphase thermolyses at 175 - 220 °C
with 3b as an educt show, indeed, 7b to be the main product followed by rearrangement to 8b.

The Z, Z-triene 4b is formed only to a minor extent. 19

Scheme 2. Synthetic Routes to Trienes (1Z, 3£)-5-methylene-1,3-cyclooctadiene (1) and (1E,
3Z)-5-methylene-1,3-cyclooctadiene (2).

//@ @ \©'>=~
RGN C} L

Independent syntheses of the central intermediates 1 and 2 are accomplished for the first time

by following a modified Corey/Winter 21 protocol as shown in Scheme 2. Using such a sequence
for the synthesis of strained trienes secems to be without precedent. Key steps are stereospecific
ring openings of the vinyloxiranes 11 and 14 to give frans-diols 12 and 15, respectively, after
regioselective formation from dienone 10, and desulfuration of the trans-thionocarbonates 13 and
16 at about room temperature and at low pressures to generate 1 and 2 with high isomeric
purity.20 The structures of both isomers have been characterized without doubt by NMR
spectroscopy. Additionally, the E-configuration of the central carbon carbon double bond in 1 has
been secured by formation of the same Diels-Alder adducts with furan as those known from an
independent route16 and by X-ray structure analysis of one of the adducts with diphenyliso-
benzofuran.20 Synthesis of the geminal methylated isomers 1b and 2b proved to be more
difficult and a modified route using 8-hydroxyphosphinoxides as intermediates had to be
taken.22 E-Dimethylenecyclooctene 9 is obtained by a multistep sequence to the Z-isomer
followed by sensitized photoisomerization.

Slightly above room temperature triene 1 with a central trans double bond starts to cyclorevert
to 3 and to isomerize to Z,Z-triene 4 in a 2 : 1 ratio, approximately. Not completely conjugated
triene 5, stable at the reaction conditions, is not observed. In toluene-d8 and followed at
temperatures of 30 -70 °C reaction 1 — 3 shows log A/s -1 = 13.2 £ 0.2 and E,=256+03
kcal/mol. Trienes 2 and 2b with the trans double bond in the end of the conjugated system prove

495




to be themmally more stable. At 60 -120 °C they predominantly undergo electrocyclization to 3
and 3b with E, = 26.7 £ 0.3 kcal/mol and E, = 26.9 + 0.9 kcal/mol, respectively. The Z Z-trienes
4 are formed, but to a smaller extent; from 2b traces of 7b are observed. However, thermolyses of
2 and 2b are complicated by some dimerization. At 50 - 95 °C E-cyclooctene 9 isomerizes to the

Z-isomer with E, = 25.8 kcal/mol, exclusively. 20

Schematic energy profiles of the reactions involved can be modeled by combining our
experimentally determined activation parameters with enthalpies of formation calculated by the
above forcefield programs for educts, products and the reactive intermediates participating. It is
clearly shown that besides dominant electrocyclization in the first two cases the reactive trienes
1, 2 and 9 can be stabilized competitively by direct double bond cleavage to diradical transition
structures followed by rotation and recombination to their thermally more stable Z-isomers, even
at temperatures close to room temperature. Ring opening in 3 by disrotation and stabilization of
trans-triene 1 by a 1,5-hydrogen shift does not take place. These findings are discussed with
those of our earlier results on thermal rearrangements of hydrocarbons related to 3 which have

contracted rings 23, 24 and those of the relevant literature.

In addition, it is shown that by using substrates 3 stereospecifically substituted at the exocyclic
methylene carbon the formations of the tricyclic products 7 , formally intramolecular Diels-Alder
reaction products, follow multistep routes via diradical intermediates.16, 19 Nevertheless, in
some cases product formation with high stereoselectivity has been found.

IV. CONCLUSIONS

Highly strained monocyclic trans-trienes (1Z, 3E)-5-methylene-1,3-cyclooctadiene (1) and (1E,
3Z)-5-methylene-1,3-cyclooctadiene (2) , obtained by direct syntheses for the first time, are
established as key intermediates in the multiple thermal rearrangements of the 3,4-bridged
vinylcyclobutene 2-methylenebicyclo[4.2.0Joct-7-ene (3). 1 and 2 stabilize competitively by
electrocyclization to 3 and to their less strained Z-isomers 4 by direct double bond cleavage even
at temperatures slightly above room temperature. The later also applies to the thermal
stabilization of E-dimethylenecyclooctene 9. Ring opening in 3 by disrotation and by 1,5-
hydogen shift in 1 are not important.

Combining experimental enthalpies of activation and the results of forcefield calculations the
energy profiles of these hydrocarbon reactions show that diradical transition structures are
accessible and are of major importance. These findings are also of relevance to other hydrocarbon
systems comprising 3,4-bridged cyclobutene structures.
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ABSTRACT

Reactions of free radicals and other reaction intermediates in
supercritical fluids (SCFs) have proven to be excellent
mechanistic probes of the influence of SCF solvation and SCF
solvent effects on a variety of categories of chemical reactions
in SCFs. This presentation will focus on mechanistic studies of
reaction intermediates and, in particular, free radical
reactions in SCFs and their relationship to our overall
understanding of reaction chemistry under sub-critical and
supercritical conditions. Three categories of reactivity that
may be influenced in different fashions by SCF solvation and
solvent effects will be described. The categories are: 1)
diffusion-controlled reactions; 2) activated processes; and 3)
reactions that may be influenced by solvent cage effects. The
importance of solute-solute, solute-solvent and solute-cosolute
interactions to these categories of reactivity will be
addressed.

I. INTRODUCTION

Experimental, (1-9) theoretical (10-13) and simulation
(7,14-24) investigations have now clearly documented that the
local solvent density of SCFs about a dilute solute may be
significantly greater than the bulk density of the fluid. This
effect of' enhanced solvent-solute interaction is often referred
to as local density augmentation or SCF solvent clustering.
Spectroscopic techniques and solvatochromic probes (1-9) have
been particularly useful in the identification and
gquantification of local density enhancement about dilute
solutes. Solvatochromic shifts and fluorescence intensity ratio
measurements in a variety of SCFs have shown significant density
dependent deviations in behavior from normal liquid scolvents,
and from behavior predicted from solution based theory. For
example, Kajimoto et al. (5) have investigated the charge-
transfer (CT) emission of (N,N,-dimethylamino)benzonitrile in SC
CHF3. Bathochromic shifts of the CT emission are expected to
vary linearly with solvent polarity, according to Onsager
reaction field theory. (5) While Kajimoto found reasonable
agreement with liquid data in high density SCF, large deviations
from expected values occurred in the medium and low fluid
density regimes. These deviations were attributed to solvent
aggregation around the dilute solutes. Similar results have
been observed for solvatochromic absorption probes where plots
of the solvent polarity parameter, ET, versus density were also
found to deviate from McRae-Bayliss theory at moderate to sub-
critical densities. (4)

The physical and chemical properties of free radicals have
also played an instrumental role in understanding local density
enhancement about dilute solutes in SCFs. Randolph and
coworkers (9,19-23) have demonstrated that electron paramagnetic
resonance (EPR) spectroscopy of stable nitroxide free radicals
may be used as an extremely versatile probe to simultaneously
measure reaction kinetics and local solvent density
augmentation. The nitrogen hyperfine splitting constants of
nitroxides (AN) are known to be sensitive probes of solvent
polarity and probe the cybotactic region of the solvent, i.e.,
probes the immediate volume around the nitroxide that has been
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affected by the nitroxide radical. Therefore, AN values may be
used to reflect degrees of solvation. The experimental data of
carlier and Randolph (9) for di-tert (9, 19-22) have clearly
demonstrated that local density augmentation (solvent-solute
clustering) does not generally correlate with kT. This
indicates that local density enhancements are short-range
effects and not related to long-range fluctuations that are
responsible for the maximum in kT, and other phenomenon related
to criticality, such as very large negative partial molar
volumes of dilute solutes in SCFs. Therefore these results
indicated that "supercritical fluid clustering" is not a long-
range critical effect, but rather a result of short-range
structural effect of solvation. This supports previous !
interpretations by Kajimoto, et al. in 1988, (5) and Knutson, et
al. in 1992. (7) To date, several different methods of
investigation of solvent-solute interactions have demonstrated
that local density augmentation may be as much as two to three
times the bulk solvent density and exhibits a maximum at fluid
densities of one third to 0.8 of the critical density.

In addition to solvent-solute interactions in SCFs, it is
also known that addition of small quantities (1-5 mol %) of
cosolvent greatly enhances solubility of organic solutes in
SCFs. This methodology is routinely used to enhance SC
extraction and chromatography performances. Spectroscopic
studies have indicated that this phenomenon is a result of
enhanced solute-cosolvent interactions and may result in local
composition enhancements in the cybotactic sphere as large as 8
to 10 times the bulk composition. (1-2,7-8) Cosolvent
enhancements are observed to increase from high to low mixture
densities approaching the critical pressure in the compressible ™
region of the SC solvent mixture. However, local compositions
significantly greater than the bulk have been observed at
temperatures and pressures well removed from the critical
temperature. This indicates that changes in the local
environment are not.direct functions of the proximity of the
critical point but, as with local density, are also controlled
by short-range solvation interactions. Therefore, a second form
of SCF "clustering" exists, local composition enhancement.

ITI. RESULTS

We have used several different types of reaction
intermediates, including free radicals, electronically excited
states, carbocations and radical anions to probe the influence
of the above mentioned solvation effects on various categories
of chemical reactions in supercritical fluids. (25-31) For
example, we have examined the solvent density dependence of the
non-geminate diffusion-contreolled reactions of benzyl free
radical and the triplet-triplet annihilation reaction of
benzophenone (measured by second order kinetics).(25-26) 1In
both cases these reactions were found to be influenced only by
changes in the bulk physical property of change in diffusivity,
and not by local solvent density enhancements. We have also
found that this is true for diffusion-controlled reactions that
are measured by pseudo-first-order kinetics. (27) However, for
reaction that contain some activation, i.e., not fully
diffusion-controlled, the influence of local composition
"cosolvent enhancements" can appear as significantly enhancing
absolute rate constants when bulk reactant concentrations are
used in the kinetic analysis. (28-31)

III. CONCLUSIONS

Several examples of these types of reactions will be presented
in order to demonstrate that factors that drive chemical
reactions in supercritical fluids are often predictable and can
be better understood when the specific reaction mechanisms under
consideration are carefully examined.
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ABSTRACT

The solution-phase reaction of microwave-generated hydrogen atoms with terminal olefins is
regioselective. Since addition is to the terminal end of the olefin, the reaction yields a secondary
radical which undergoes either reaction with atomic hydrogen, disproportionation, combination, or
addition to another olefin. At higher temperatures (23 °C) the olefin undergoes competitive allylic
abstraction. The absolute rate constants for the addition of atomic hydrogen to mono- and
trisubstituted olefins were determined and the data was used to extract the activation parameters for
addition. Using competition kinetics the absolute rate constants for allylic abstraction were also
determined. The stabilization of the carbon centered radical by an oxygen substituent was
determined by the regioselective addition of a hydrogen atom to the terminal carbon of a vinyl ether
or acetate. The same secondary radical can be formed by abstraction of an a-hydrogen from a
dialkyl ether. The stereoelectronic enhancement or lack thereof of the rate constants for the reaction
responsible for the formation of the radical intermediates will be discussed. The resonance effects
due to oxygen were also investigated for addition to the five and six-membered rings of
dihydrofuran and dihydropyran and for abstraction of the o-hydrogen from the saturated
heterocycles.

L. INTRODUCTION

Recently, we reported a method for obtaining the absolute rate constants for the
nonhomogeneous (gas-liquid) reaction of the addition of atomic hydrogen to an olefin.3b The
reaction of 1-octene was reported to be very close to diffusion controlled (k¥C = 4.6 x 109 M-!
s1). The same kinetic method can be used to evaluate the stabilizing effect of a carbon centered
radical having a geminal oxygen substituent. The addition of hydrogen to a terminal olefin was
found to be regioselective, (i.e., only addition to give the most stable secondary, or tertiary
radical)32 The same regioselectivity was found for addition to the vinyl ether, a vinyl ester also
underwent regioselective addition to give a radical center on carbon containing a geminal oxygen
substituent.

The high reactivity and selectivity for a hydrogen atom on carbon o~ to an oxygen substituent
has been attributed to the resonance stabilization of the radical, eq. 1.4

R - — ]
—C—0-C~ =-— —C—0-C— m
& Ty & T
The importance of this resonance form has been substantiated by the observation that the EPR
spectra of the radical shows a y-hydrogen hyperfine coupling constant larger than that of the o
_ hydrogen (i.e., hyperconjugation).5:6
The effect of this type of resonance stabilization predicts that a large solvent effect will
stabilize or destabilize the contribution of a charge separated species. The reactions were carried
out in both polar (acetone) and nonpolar (hexane) solvents.
Another approach to the question of reactivity and stability of the carbon radical o to an
oxygen atom has been popularly termed stereoelectronic control.”

II. RESULTS & DISCUSSION

In order to probe the importance of this type of resonance.
stabilization the reactivity of an olefin which formed a radical a- to .
oxygen was looked at as a function of the dihedral angle formed m
between the reactive hydrogen and the doubly occupied orbitals on Q

.
H
the oxygen lone pair, i. The secondary radical formed from addition
to a vinyl ether can also be formed by abstraction of hydrogen from
the o-position of the saturated ether, see eq. 2. i
i
CH;=CH-OR s CHyCH-OR < cHyCH,OR @
add kab
Using the same kinetic method developed for the reactions of atomic hydrogen with one octene,32¢
after correcting the addition results for abstraction, disproportionation, combination, and addition
of the a-radical to another molecule of vinyl ether the algorithm for the absolute rate constant for
addition, eq. 3 was used to determine the value of k,. The results of the addition and abstraction
reactions for several ethers are listed in Table 1. An example of the entries used in the algorithm
(eq. 3) for one of the determinations (-72 °C, acetone) is given in Table 2. A similar table was
constructed for the other solvent.
Ky = f 1,2[(AP/AI)mxal(kdiff(Al’/Al)c,D)”2
a= CETNr— ®
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A plot of log (f1/2 k,) vs the olefin concentration was used to calculate the value of k, in both
acetone (O) and hexane (®). When [olefin] is equal zero, f = 1, and the absolute rate constant for

addition was determined, see Fig. 1.

. [Fig. 1]
When the reactions were carried out at several temperatures an Arrhenius plot was used to calculate
the activation parameters and the absolute rate constants of k, for the reactions of ether in both
solvents, see Fig. 2.

[Fig. 2]

The abstraction rate constant for the abstraction of the a-hydrogen from dibutyl ether was
determined from the competition kinetics between the abstraction reaction and addition of He to 1-
octene. Since the value of k, for 1-octene is known,3b the value for k,p from the ether could be
calculated. The competition kinetics was carried out to diminished olefin concentration. Using the
experimentally determined activation parameters for the addition and abstraction reactions listed in
Table 1 and using the calculated and experimental AHg of the reactants intermediates and products
the free energy profile, Fig. 3 was constructed. .

Stereoelectronic control for radical reactions has been proposed to have its maximum effect
when the dihedral angle, i, is 30°.7> Model compounds claimed to have this geometry are cyclic
ethers, tetrahydrofuran and tetrahydropyran. When He was allowed to react with tetrahydrofuran
or tetrahydropyran, at several temperatures (see Table 1) the abstraction reactions which form the
radical at the 2-positions showed rate constants which were slower than the open chain ether. The
rate constants determining for the formation of the radical by regioselective addition were the
approximately same for the 6-membered ring, and only 5 x faster for the formation of the radical at
the 2-position of furan, see Table 1.

The effect of multiple oxygen substitution a- to a radical center was investigated using as
models, diethyl acetal and triethyl orthoformate. The relative rate of abstraction by De of the
tertiary hydrogen compared to the secondary hydrogen of the acetal, CH3CH(OCH,CH3); was
estimated from the 2H-NMR of the-reaction mixtures at several temperatures. A plot of the relative
rates of deuterium incorporation vs. 1/T gave a value of (kze/kze/q = 0.91£0.12)25 °C, while
abstraction of the tertiary radical from the orthoformate, (C;Hs-0)3C-H could not be detected
although there was considerable D incorporation from secondary H abstraction.

III. CONCLUSIONS

The absolute rate constants for the carbon centered radicals geminally substituted with.
oxygen can be compared to the value obtained from both addition to 1-octene or allylic abstraction
from the terminal olefin.3 Both the addition and abstraction rate constants are within experimental
error the same for the olefin and the vinyl ether. Only in the case of 2,3-dihydrofuran is the rate
constant for addition more than one power of 10 faster, while abstraction from furan is slower than
the open chain ether.
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Table 1. The Absolute Rate Constants for Addition and Abstraction Reactions by Atomic

Hydrogen
Substrate Solvent (kB4 k2°Cx 109  AAE, AE, log A
(M-ts-1)  (Kcalmol) (Keal/mol)
/\\0’\/\17 ‘Acetone  0.38+0.06 1.59 -0.49+0.05 4.8x29 13.2342
Hexane 1.1410.40 4.79 -0.28+0.05 5.0+2.9 13.8%3.6
AN Acetone 0.0330.02 0.13  0.6320.5  59£3.4 12.9:4.1
Hexane 0.040.08 0.16 -0.1x1.0 52439 12.5+49
b
{ \5 Acetone 0.2010.10 0.84 -0.45+0.8 4.8+3.7 129x44
0
[ }c Acetone  0.06+0.05 0.25 1.93x1.2 7.2+4.1 14.0£4.9
0
b Acetone 0.5520.15 2.31 0.66+0.4 5.96+3.3 14.0+3.9

Acetone 0.005x0.003 - 0.02 0.06+0.5 5.4£3.4 11.7x4.1

4{-Octene was used as reference (kee| = k/K|-ocrene)- CAddition reactions. CAbstraction reactions by atomic
deuterium.

Table 2.  Absolute Rate Constants (f /2ky) for the Addition of Deuterium Atoms to Viny] Butyl
Ether at -72 °C in Acetone

T
[olefin]  1otap/antuk® 10°(AD/ADCy  107[R7] 1O°(APADRD, © 08[H"e 10-3f12Kd
b .

mol L1 mol L-t s mofL-is!  molL-! mol L-1s°1 mol Lt Mlgl
1.12 6.19 5.37 7.84 0.82 11.9 4.09
0.45 7.36 5.60 8.43 1.13 152 11.20
0.09 1.90 1.33 . 3.90 0.34 992 30.57
0.045 1.01 0.81 3.05 0.19 642  40.83
0.034 0.58 0.19 1.47 0.16 269  63.47
0.022 0.52 - - - (2.35) 1267

SExperimentally measured as the change in the concentration of vinyl butyl ether with time. PThe rate of the
formation of eombination and disproportionation products (see ref. 3b). €The rate of the formation of radical-
deuterium atom combination products (see ref. 3b). 9Calculated by using eq. 3.

Table 3. Experimental and G2MP2 Enthalpies, 298K

Species AHg,298 Kceal/mol, AHg,298 Kcal/mol, G2MP?2 Enthalpy,
calcd, G2ZMP2 exptl 298K, hartrees
H - 52.1a -0.497639
CCP) - 171.32 -37.781527
OCP) - 59.62 -74.976317
O
0
@ 2992
[ o ] -43.85 -44.02 -232.004551
l/o )} -18.28 -21.47 (Benson®) -230.802457
CH30CH=CHj, -24.67 -24 a22 -192.758133
CH30CH,CH3 -52.3 -51.7a -193.963445
CH30C*HCH;3 -9.05 -11.8 (bde 93) -193.313900
-4.0, -2.9
i -0.9 » -231.35542
(Sl (92.1¢ or 93.2d bde) 6
O 765 -12.4 (est., -270.582035 .
o’ assumes 93 bde)¢ -270.150798f
a_ias, S.G.; Bartmess, J.E.; Liebman, J.F., Holmes, J.L.; Levin, R.D.; Mallard, W.G. "Gas Phase lon and Neutral

Thermochemistry" J. Phys. Chem. Ref. Data 1988, 17, Supg’leA 1. “Benson, S.W. "Thermochemical Kinetics.
Methods for the Estimation of Thermochemical Data and Rate Parameters”, 2nd Ed. Wiley-Interscience, New York,
N.Y. CLaarhoven, L.J.J.; Mulder, P. J. Phys. .Chem. B 1977, 101, 73-77. Muedas, C.A.; Ferguson, R.R.;
Brown, S.H.; Crabiree, R.H. J. Am. Chem. Soc. 1991, 113, 2233. ®The heat of formation of tetrahydropyran is -
53.3 Keal/mol (ref. a above). Dihydropyran, -29.9. JMP2=FU/6-31G** enthalpy, 298K.
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Fig. 1. The variation of the apparent rate Fig. 2. An Arnhenius plot for the relative
constant log(f1/2k,) of vinyl butyl ether with rates of addition to viny butyl ether in; (O)
the concentration of the olefin in (O) acetone acetone, and (@) hexane.

and (®) hexane.

2= 4.8 Keal/mo

o/ N\, H H{= 5.9 Kealmol
AH{ = 8.3 Keal/mol
/\0/\/\ *He

AHf = -17.6 Kcal/mol

/\0/\/\
aH = -31.6 Kcal/mol

Fig 3. The free energy profile for the formation of methyl butoxy methyl
free radical
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REACTIONS OF ATOMIC HYDROGEN IN WATER:
SOLVENT AND ISOTOPE EFFECTS

David Bartels
Chemistry Division,
Argonne National Laboratory
Argonne, IL 60439

L. INTRODUCTION

It has been known for many years that hydrogen atoms can be easily created and studied
in water using radiolytic techniques [1]. The use of CW EPR detection coupled with electron

_radiolysis proved extremely useful in estimating many reaction rates, and revealed the interesting

phenomenon of chemically induced dynamic electron polarization (CIDEP).[2] In recent years,
we have made use of pulsed EPR dectection to make precision reaction rate measurements which
avoid the complications of CIDEP.[3] Activation energies and H/D isotope effects measured in
these studies {4-14] will be described below.

An interesting aspect of the hydrogen atom reactions is the effect of hydrophobic
solvation. EPR evidence — an almost gas-phase hyperfine coupling and extremely narrow
linewidth -- is quite convincing to show that the H atom is just a minimally perturbed gas phase
atom inside a small “bubble”. In several systems we have found that the hydrophobic free
energy of solvation dominates the solvent effect on reaction rates.

II. PROCEDURE

The basic apparatus used in these measurements is illustrated in figure 1. Pulses of 3
MeV electrons are produced with a van de Graaff accelerator and strike the aqueous sample in an
EPR cavity. The de-oxygenated solutions are recirculated through the cell at a high rate to allow
signal averaging at 120Hz repetition frequency. In general acidic solutions (pH=2) are used to
convert solvated electrons to hydrogen atoms on a nanosecond timescale and increase the signal
amplitude. A small amount of methanol (ca. 107 M) is typically added as well to scavenge
hydroxyl radicals. However, a major advantage of this technique is the ability to work in neutral
and alkaline solution when necessary.

Some typical data from the experiment is plotted in figure 2. Immediately following the
12-50ns electron pulse, a 25ns x-band microwave pulse is applied to the cavity. After
approximately 120ns, the sensitive detection electronics are switched in, and a free induction
decay from the hydrogen atom is detected as in figure 2. In general the microwave frequency is
set to about 10MHz above or below the Larmor frequency for the H atom low field transition.
The effective damping time constant for the free induction decay is given by

1/T2(eff) = lfl‘ﬂ2 + kg[S) + 2 kiex [Ril . )
i

where 1/T, is the natural dephasing rate and Zk[R] is the effect of second order reaction and
spin exchange. This latter term is not negligible, but roughly constant over the five microsecond
timescale of the experiment. A plot of the dephasing rate vs. scavenger concentration [S] gives
the scavenging rate constant kg as intercept.

I11. RESULTS

Table 1 summarizes a large (but not exhaustive) number of hydrogen atom rate constant
measurements in terms of Arrhenius activation energies and pre-exponential factors. Some of
the greatest surprises were reactions of H with the nitrate[10] and hydrazinium[9] ions and with
the per-iodic acid molecule[6], which have quite large activation energies, but enormous pre-
exponential factors. These ion reactions involve large solvent (hydrogen bond) reorganization on
the way to the transition state, and the large entropy increase dominates the activation free
energy. 1n the case of per-iodic acid, the hydrated H,1O, species must lose two water molecules
and rearrange to IO,- and hydroxyl radical product. The rearrangements involved in the
hydrazinium ion and nitrate ion reactions are not so obvious, and deserve further study.
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The hydrophobic nature of the H atom solvation was demonstrated convincingly in the
study of its addition to benzene[14]. The activation energy in solution is similar to that in the gas
phase, but the rate constant is some forty times faster. Using the assumptions of transition state
theory, the solvent effect (ratio of rates in gas phase to those in aqueous phase) can be reduced to
an expression involving only the solvation free energies of reactants and transition state. Then,
assuming that the transition state solvation free energy is very nearly the same as that of benzene
itself or cyclohexadiene (both known from solubility measurements), the rate enhancement in
water reduces simply to

KoKy = €Xp{(4Gy o HY/RT} = L &)

and L is just the Ostwald solubility parameter for the hydrogen atom. The size and polarizability
of the H atom are very similar to the H, molecule, and using the solubility of H, as a model in
this equation produces essentially quantitative agreement with the benzene reaction rate data.
The reaction is accelerated by the collapse of the hydrophobic solvation sphere of the H atom,
resulting in a "hydrophobic attraction" of the H and benzene.

Other comparisons with gas phase reaction rate data are typically limited by the quality of
the gas phase data available. In the case of methanol, the activation energy is found to be ca.
6kJ/mole higher in the agqueous phase, and one should expect an order of magnitude slower
reaction rate. Instead, the reaction rate is roughly the same as the gas phase by virtue of a larger
pre-exponential factor. We have suggested that this larger pre-exponential might represent a
"hydrophobic acceleration” effect similar to that found in the benzene case[4,11].

No doubt the strangest reactions investigated in this work are the reactions of H and D
with iodide and bromide ions (giving HI- and HBr- product) [15]. At3 x 10°and 2 x 10° M s
for iodide and bromide respectively, the reactions have substantial free energy barriers, but the
activation energies are zero or slightly negative! Measurements in H,0/D,0 mixtures reveal a
small isotope effect favoring D over H reaction. Other measurements have shown that the light
Muonium atom (1/9 the mass of hydrogen) reacts about five times slower than H [7]. 1t is
important to recall that our technique measures the rate of H atom dephasing, and so is not
sensitive to any back reactions or equilibria which might occur: only the forward rate is
measured. We have considered every altemative we can imagine, and conclude that the only
barrier possible for these reactions consists of the water of the solvation shells. We postulate that
the strongly hydrated small ions repel approach of the hydrophobic H atom. Molecular dynamics
simulation of these systems has been initiated to explore the strange activation energy and
isotope effects.

VII. CONCLUSIONS

The pulse radiolysis and EPR techniques described here have proven particularly useful
for the study of hydrogen atom reactions in water. The hydrophobic hydrogen atom proves to be
a unique probe for solvent and isotope effects in aqueous reactions.
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Table 1: Measured Arrhenius Parameters for H atom

Reactions in Water
H reaction partner

benzene:

alcohols:
methanol
ethanol
ethanol-ds
2-propanol
2-propanol-ds

aldehydes:
propionaldehyde
butyraldehyde

ketones:
acetone
methyl ethyl ketone
diethyl ketone
methyl isopropyl ketone
methyl isobutyl ketone
cyclopentanone

iodo compounds:
iodomethane
iodoethane
1-iodopropane
103-
HIO3
104-
Hs5106
1-

peroxide and hydrazine:
H02
HO2-
D702 (D atom reaction)
N2Hy
NoHs*

nitrite and nitrate:
NO2-
HNO2
NO3-

log;o(A/M-15°1)

1234

11.64
11.53
12.03
11.86
12.00

11.77
12.20

11.68
11.25
11.30
10.96
11.24
11.15

11.90
12.20
12.24
11.96
12.83
13.30
17.77
8.48

11.26
13.65
10.37
10.69
16.95

11.94
12.36
15.28

507

Ea / (kJ/mole)

19.1

294
24.1
319
220
27.4

222
239

30.7
223
21.0
17.2
212
19.7

1039
11.8
12.0
27.46
22.35
36.55
53.0
-L.O

21.1
25.6
17.3
16.28
61.38

15.6
215
48.7




HO —A\/\/ H, OH, (e-)aq, ...

Figure 1. Typical experimental arrangement of the FID attenuation experiment. Temperature
controlled aqueous sample is recirculated through a glass cell in the EPR cavity. H atoms are
generated by in situ pulse radiolysis with 3 MeV electrons. Scavenger concentrations are
changed by successive injections into the flow stream.

6 ~
[Nal] = 0.0
4
2
0 Jwe-
21 TN
-4 ]
-6 * 25ns Electron Pulse, 30ns Microwave Pulse
] L 1 L) L
0 1 2 3 4 5
Time (psec)

Figure 2. Free induction decay from the H atom low field EPR line. Addition of scavenger (in
this example I-) shortens the damping time constant, and provides a pseudo-first order
measurement of reaction rate.

508




THE CONSEQUENCES OF SURFACE CONFINEMENT
ON FREE RADICAL CHEMISTRY
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Oak Ridge, Tennessee 37831-6197

Keywords: Free radicals, pyrolysis, restricted diffusion
ABSTRACT

Mass transport limitations impact the thermochemical processing of fossil and renewable
energy resources, which involves the breakdown of cross-linked, macromolecular networks. To
investigate the molecular level details of the consequences of molecular confinement on high
temperature (275-500°C) free-radical reaction pathways, we have been examining the pyrolysis of
model compounds attached to the surface of non-porous silica nanoparticles through a thermally
robust Si-O-C,, tether. Pyrolysis of silica-immobilized diphenylalkanes and related ethers have
been studied in detail and compared with the corresponding behavior in fluid phases. The
diffusional constraints can lead to reduced rates of radical termination on the surface, and
enhancement of neophyl-like rearrangements, cyclization-dehydrogenation pathways, and ipso-
aromatic substitutions. Furthermore, studies of two-component surfaces have revealed the
importance of a radical relay mechanism involving rapid serial hydrogen transfer steps resulting
from the molecular pre-organization on the low fractal dimension silica surface. Key findings are
reviewed in this paper, and the implications of these results for fuel processing are described.

INTRODUCTION

Pyrolysis forms the basis for many current and envisioned technologically important
processes for conversion of fossil and renewable resources into volatile fuels or chemicals. Since
many of these resources are highly cross-linked, macromolecular organic materials, concerns over
mass transport limitations are often well-founded. The effects of mass transport limitations have
been documented in the pyrolysis of coal,” kerogen? cellulosé? lignit} bioma$¢, and
polymers.® Predictive models have been developed for pyrolysis of coal, lignin, and cellulose that
explicitly include descriptions of mass transport mechanisms."™® These mass transport limitations -
can impact pyrolysis rates, and govemn the tar yields and molecular weight distributions.

Our knowledge of the effects of mass transport is primarily on a macro scale, e.g. lumped
kinetic parameters and product classes. Pyrolysis studies on complex materials such as coal do not
yield direct information about the individual chemical processes that control reaction rates, or about
the actual molecules that are responsible for formation of particular products. An enhanced
understanding of the effects of mass transport limitations on pyrolysis reactions af a molecular level
has been a goal of our research. Hence, we have been exploring the pyrolysis chemistry of organic
molecules that serve as models for constituents in biopolymers and geopolymers. Restricted mass
transport conditions have been simulated by confining these molecules to the surface of nonporous
silica nanoparticles through a covalent linkage. Many of the manifestations of mass transport
limitations on high temperature organic reactions involving free-radical intermediates are now much
better understood as a consequence of our extensive studies on these silica-immobilized model
compounds. A brief overview of key findings from our studies of hydrocarbon pyrolysis will be
presented, and a more detailed review of this work is in press.”

PREPARATION OF SILICA-IMMOBILIZED MODEL COMPOUNDS

In selection of a surface-immobilization technique for our investigations of the pyrolysis
mechanisms, we were guided by several criteria. Both the support and linkage must be stable at the
temperature regime of interest, up to ca. 450-500 °C. The support should have a moderately high
surface area with enough accessible active sites for attaching significant quantities of the organic
molecules of interest. Any unreacted sites should not be catalytically active, e.g. Bronsted or Lewis
acid sites. The position of surface attachment within the organic moiety should be far enough
removed from the normal position of thermal reactivity so as not to induce significant substituent
effects. For flexibility, the organic functional group used in the attachment should be readily
synthesized. Finally, a very important criterion arises from our desire to be able to identify and
quantitate all pyrolysis products, both in the gas phase and those that remain attached to the surface
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of the support. Namely, although the covalent link should be thermally stable, there must exist a
facile chemical method for cleaving products from the surface for analysis. To meet all these
requirements, we chose the reaction of substituted phenols with the silanols of a high purity,
nonporous fumed silica (Cabosil M-, 200 m’ g, ca. 4.5 SiOH nm or 1.5 mmol SiOH g ) as shown
in Figure 1,819

Surface coverages can be varied (typical range of 0.06 - 0.6 mmol g'') by adjusting the initiai
phenol to surface hydroxy! ratio, and saturated surface coverages are obtained by using excess
phenol. Unreacted phenol is removed either by sublimation under vacuum at ca. 270°C or by
Soxhlet extraction with a solvent like benzene. The silicon-oxygen-aromatic carbon linkage, Si-O-
C,.y» has been found to be thermally robust up to at least 450°C.*') However, the linkage is
hydrolytically unstable under aqueous base conditions. This allows us to detach pyrolysis products
from the silica surface as the corresponding phenols, as well as any unreacted starting material, for
identification and quantitation. This important advantage for our pyrolysis studies also represents
a potential limitation for this linkage if reaction studies in aqueous or nucleophilic solvents are of
interest. Another limitation of this method is ambiguity in the point of attachment to the surface if
a second active functional group (alcohol, thiol, etc.) is present in the molecule. Surfaces can also
be prepared with two point attachment of the model compound (Figure 1),'? although high
efficiencies for di-attachment (80-90 %) occur only at rather low surface coverages (ca. 0.1 mmol
g'). We have also found that a variety of two-component surfaces are easily prepared by co-
attachment of the molecules to the silica in a single step.!>'¥

PYROLYSIS STUDIES

The surface-attached diphenylalkanes, ~CH,(CH,),C¢H, [n=0-4], have been prepared and
used as models for aliphatic bridges between aromatic molecules in fossil fuels.*'» The “=”
notation is employed as an abbreviation to represent the Si-O-C,,,, linkage to the silica surface. In
addition, analogs such as =CH,XCH,CH, [X = 0, §'9]] G H OGH ¢H GHS™® and
=C¢H,CH,CH,0CH,""'® have been recently examined to explore the important effects of
heteroatoms. The pyrolysis behavior of surface-immobilized compounds have been thoroughly
examined as a function of reaction extent, temperature, surface coverage, and degree of cross
linking,®'*'? as well as the presence of a hydrogen atmosphere,*'” a second co-attached molecule
of variable structure,"®'*'¥ and a solid-state aci€® or hydrogenation catalysf'” The reaction
kinetics, mechanisms, and product selectivities have been compared with that of the corresponding
molecules in fluid phases. Due to space limitations, only a few of the major findings will be
surveyed below with an emphasis on free radical chemistry.

Vacuum pyrolysis reactions were typically performed in sealed T-shaped Pyrex tubes ina
temperature controlled (= 1 °C) tube furnace. Volatile products were collected in the side arm trap
cooled with liquid nitrogen, while surface-attached products were recovered as the corresponding
phenols following basic digestion of the silica. The products were identified and quantitated
principally by GC and GC-MS with the use of authentic reference materials and intemal calibration
standards.

=CHALCH,), C.H;, [n=0,1]. Biphenyl contains only strong bonds that are stable at 400°C.
Likewise, we found that the surface-immobilized form, =Ph-Ph, was stable at 400°C for many
hours.® This indicates that the silica surface and residual silanol groups did not induce any new
reaction pathways. Similarly, surface-immobilized diphenylmethane was also found to be stable at
375-400°C.® This structure would be quite susceptible to acid-catalyzed cracking reactions,?” and
their absence is further testament to the inert nature of the fumed silica surface. At higher
temperatures (425-450°C), we have recently observed a slow reaction involving a competing
cyclization pathway and a previously undetected radical ipso-substitution pathway involving
=CgH,CHeC,H; as shown in Figure 2.%V The radical substitution path appears to be promoted by
the diffusional constraints, and the selectivity for this path is currently being studied in more detail.

=C,HXCH,CH,[X=CH, 0, S]. These model compounds represent structures containing
weak bridges between aromatic rings that cleave at T < 400°C as shown in Eq. 1.

~CHXCH,CH, & =CHXe + CH,CH,» : )

The rate constants and activation parameters measured for X = CH,® and G'® at high surface
coverages are similar to those reported for fluid-phase analogs, indicating that the unimolecular
homolysis steps are not affected by the surface attachment. However, we find that the product
distributions are substantially impacted. This is illustrated in Figure 3 for the case of silica-attached
1,2-diphenylethane or bibenzyl. The formation of comparable amounts of surface-attached and gas-
phase toluene products demonstrates a general finding that there is enough conformational freedom
on the surface to permit oriented hydrogen transfers between surface-bound molecules and surface-
bound free radicals. However, restricted diffusion retards the rates of radical termination on the
surface through bimolecular coupling of intermediate radicals such as =C;H,XCH+C.H,. As shown
in Figure 3 for the case of bibenzyl, this eliminates the formation of a major product
(tetraphenylbutanes) found in fluid phases. As a consequence, new pathways emerge in significant
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quantities such as cyclization-dehydrogenation (establishing the phenanthrene skeleton for X = CH,,
but not detected for X = O,S) and skeletal rearrangements. In particular, neophyl-like
rearrangements involving 1,2-phenyl shifts have been found to be important for all cases (Eq.
2).8119 The efficiency of the rearrangement path has been found to depend strongly on the

=CHXCHCH, # =CH,(CH,)CHX~ )

surrounding environment on the surface. Neighboring hydrogen sources are needed to trap the
typically less stable rearranged radical. Hence, a low surface coverage of bibenzyl or the presence
of neighboring aromatic spacer molecules (such as naphthalene) inhibits this rearrangement path.??
Conversely, this path is prominent at high bibenzyl surface coverages or in the presence of
neighboring molecules that can donate hydrogen (such as diphenylmethane). The resulting hydrogen
transfer, radical relay path is important in overcoming some of the effects of diffusional constraints,
and has been studied in detail in the pyrolysis of 1,3-diphenylpropane as discussed below. It is
important to note that, for bibenzyl, this process is a retrograde pathway that generates a more
refractive diphenylmethane linkage. For the benzyl phenyl ether analog, new reactive products
(benzophenone and benzhydrol) are generated that were not previously reported in fluid phases. In
the benzyl phenyl sulfide case, the rearranged product, =C¢H,(C,H,)CHSH, is particularly unstable
and reacts further to form surface-attached diphenylmethane.

Because of the significance of this rearrangement path under restricted mass transport
conditions, the pyrolysis of immobilized bibenzyl has been investigated in several different
environments. We recently found that a co-attached hydrogen donor, tetralin, is ineffective at
retarding the rearrangement path.“? The impact of hydrogen pressure on this pathway was also
studied through pyrolysis of =BB at 400°C in a high pressure reactor in the presence of a nitrogen -
or deuterium atmosphere (14 MPa)." Pyrolysis under D, produced the expected higher yields of
hydrocracked products such as ~C;H,D and G H CH CH D, as well as lower yields of alkene
products, compared with pyrolysis under N, or vacuum. However, D, pressure was unable to prevent
the retrogressive rearrangement pathway (or the cyclization pathway) from occurring under the
diffusional constraints. A similar result was also obtained for a different type of silica-immobilized
bibenzyl under D,, which was prepared by attachment of a carboxylic acid derivative to silica via
a Si0 - Ca*" - "0,CPhCH,CH,Ph ionic linkage.®

=CH ,CH,CHXCHX = CH, 0). |,3-Diphenylpropane (DPP) has been employed as a
modet for longer linkages between aromatic clusters in coal that decay at significant rates at 350-
400°C by a free radical chain mechanism as shown in Figure 4. Our studies of silica-immobilized
DPP showed that this type of linkage also decayed efficiently in this temperature regime under
conditions of restricted mass transport, but pyrolysis rates were extremely sensitive to surface
coverage and the structure of neighboring molecules on the surface.>'*'¥ As shown in Table 1, the
rate of decomposition of ~DPP decreased dramatically with decreases in surface coverage as the rate
of the bimolecular hydrogen transfer steps decrease. In particular, hydrogen transfer between two
surface bound species (Figure 4, Insert) would be particularly affected by increasing spatial
separation on the surface. These effects were amplified when DPP was further restrained by having
both ends of the molecule tethered to the surface.'? At a surface coverage of 0.1 mmol g , the
pyrolysis rate decreased by an additional factor of 4-7 for the two =DPP= isomers studied, for which
about 80 % of the molecules were di-attached with the remainder being mono-attached.

The rate of pyrolysis of ~DPP at 375°C spanned a remarkably wide range (830-fold), as
shown in Table 1, and was very sensitive to the structure of neighboring spacer molecules on the
surface. When compared at similar low surface coverages of =DPP (ca. 0.10-0.14 mmol g"),
aromatic spacer molecules such as biphenyl and naphthalene had little effect on the pyrolysis rate.
However, spacer molecules containing benzylic C-H bonds, such as dimethylbenzene,
diphenylmethane, tetralin, and fluorene, acted as catalysts to accelerate the decomposition of = DPP,
and the decomposition rates correlated with reported relative rates for hydrogen donation of these
molecules to benzylic radicals.*“*® This behavior is unique to the diffusionally constrained system,
since in fluid phases, these molecules behaved like other inert aromatic diluents. * This unexpected
behavior could be explained by a hydrogen transfer, radical relay mechanism on the surface as
illustrated in Figure 5 for the diphenylmethane spacer. Rapid serial hydrogen transfer steps can
occur on the surface since the reacting species are pre-organized for reaction in this reduced
dimensional reaction space. The involvement of these hydrogen transfer steps for the
diphenylmethane spacer were confimmed through isotopic labeling studies with =PhCD,Ph as
spacer.'” As shown in Table 1, a full kinetic isotope effect of 2.8 was detected at 375°C for =DPP
pyrolysis, and deuterium was incorporated in both the vapor-phase and surface-attached toluene
products. The significance of this omnipresent process is that radical centers can migrate by a non-
diffusional pathway that overcomes some of the diffusional constraints and promotes the radical
chain decomposition pathway. However, as noted earlier, retrogressive reactions for weak cross
links as typified by ~BB are also limited by hydrogen transfer steps and are promoted by
neighboring molecules that can participate in the radical relay mechanism.

Undoubtedly, the efficiency of this pathway also depends on the ability of molecules to
become properly aligned for the oriented hydrogen transfer step on the surface, an area that needs
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to be studied in more detail. Orientation effects can lead to regiospecificity in hydrogen transfer
steps that impact product selectivities. This is illustrated in the pyrolysis of =DPP where hydrogen
abstraction selectivities (Figure 1) varied modestly with changes in surface coverage, favoring
abstraction from the benzylic methylene farthest from the surface at lower surface coverages. More
dramatic effects on product selectivities were found during pyrolysis of surface-immobilized 1,4-
diphenylbutane where radical chain decomposition products are formed from both benzylic and non-
benzylic carbon-centered radicals as described previously."” Once again, the presence of
neighboring molecules that block or promote hydrogen transfer steps significantly alter product
selectivities.

We have also been investigating ether analogs such as silica-attached phenethyl phenyl ether,
~C4H,CH,;CH,0CH, (=PPE), which are models for important structural elements in lignin."™'®
Pyrolysis at 375°C follows a similar course to that observed in fluid phases. Analogous to
diphenylpropane, a radical chain pathway is observed that cycles through the benzylic radical,
=C¢H,CH*CH,0CH;,, producing phenol and surface-attached styrene products. However, for =PPE,
a second significant reaction pathway is detected that proceeds through the non-benzylic radical,
=CH,CH,CH*OCH,. As in the case of benzyl phenyl ether (see Eq. 2), this radical undergoes an
oxygen to carbon phenyl shift resulting (following $-scission and H-abstraction) in the formation
of benzaldehyde and surface-attached toluene.'” This pathway is significant for a number of
substituted PPE’s, but the selectivity is sensitive to substituent effects in a predictable manner.
However, as opposed to fluid phases where dilution of PPE with biphenyl solvent had no effect of
the selectivity of the two radical decay paths, the rearrangement path involving the O-C pheny] shift
was recently found to be sensitive to the structure of neighboring spacer molecules on the silica
surface.!"”? Aromatic spacers molecules such as biphenyl appear to hinder the O-C phenyl shift,
presumably by steric interference. These spacer effects continue to be investigated.

SUMMARY

Restricted mass transport has been recognized as playing an important role in the pyrolysis
of cross-linked, macromolecular systems. A molecular level understanding of the impact of
diffusional constraints on pyrolysis mechanisms is crucial to bench marking results from analytical
pyrolysis experiments, and could be important in developing more refined predictive models for the
pyrolysis of fossil and renewable organic energy resources. Model systems that incorporate
diffusional constraints such as polymers and covalently or ionically immobilized compounds can
provide some of this needed information. Through our studies of silica-immobilized hydrocarbons,
we have obtained comprehensive information on how pyrolysis rates and product distributions can
be perturbed by restricted mass transport. In general, the rates of unimolecular homolyses are little
perturbed by surface immobilization. However, termination reactions between diffusionally
constrained radicals are hindered, particularly coupling reactions. This often results in the
emergence of competitive radical chain pathways involving unimolecular steps such as skeletal
rearrangements and cyclizations. Furthermore, hydrogen transfer processes between diffusionally
constrained species can be particularly facile, although quite dependent on the distance between, and
the orientation of, the participating species. Under optimum hydrogen transfer conditions, rapid
serial hydrogen transfers can occur and provide a means for radical sites to be translocated in the
matrix without the need for physical diffusion. Such a process promotes radical chain reactions that
can produce smaller, more volatile products, as well as retrogressive reactions that produce more
refractory products.
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Table 1. Pyrolysis of Silica-Immobilized Ph(CH,),Ph at 375°C: Influence of Surface Composition

on Pyrolysis Rate

” Caverage (mmol g} Rate x 10 (%.s")?  Ref.
=DPP 0.59 24 9
0.14 1.1 9
0.10 ] 0.72 13

=DPP= (p-,p-) 0.10 0.17 12

=DPP= (m-,p-) 0.09 0.10 12

=DPP / =BP _ 0.13/0.51 2.2 14

=DPP / =NAP 0.12/0.44 1.9 14

~DPP / =DMB (3,4-) 0.12/0.25 8.5 14

~DPP / =DPM 0.14/0.41 37 14

=DPP / =DPM-d, 0.12/0.35 13 14

=DPP / =TET 0.11/0.45 47 25

~DPP / =FL 0.17/0.42 83 14

 Abbreviations for surface-attached species are ~DPP (1,3-diphenylpropane, mono-attached), =DPP= (DPP, 80 % di-
attached, 20 % mono-attached), =BP (biphenyl), ~NAP (naphthalene), ~DMB (dimethylbenzene), =DPM
(diphenylmethane), ~DPM-d, (PhCD,Ph), =TET (tetralin), =FL (fluorene). ° Initial rates for total decomposition of
=DPP based on 4-8 thermolyses. Standard deviations (10) in reported values are typically s 15%.
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513



Dj-attachment
o w0l
+ 225°C
-H;0
o o)

Co-attachment

Figure 1. Preparation of silica-immobilized model compounds
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Figure 2. Competing cyclization and radical substitution pathways in pyrolysis of silica-

immobilized diphenylmethane.
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Figure 3. Comparison of pyrolysis products for silica-immobilized and liquid bibenzyl.
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Figure 4. Radical chain propagation steps for the pyrolysis of silica-immobilized 1,3-
diphenylpropane. Bracket notation denotes species exists in both gas-phase and surface-attached
forms.
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Figure 5. Radical relay mechanism in the pyrolysis of silica-attached 1,3-diphenylpropane.



SELECTIVE OXIDATION OF ALKANES PROMOTED BY COPPER IONS
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ABSTRACT

A system that uses the Cu(1)/Cu(ll) couple and O, oxidizes alkanes, including methane, to
alkyl ester in trifluoroacetic acid (TFA). Formation of an ester in large part protects the alkyl
group from further oxidation, and the esters may then be hydrolyzed to the corresponding
alcohol. We show that the system can be adapted to operate electrocatalytically with oxidation
of alkane occuring in the cathodic compartment of an clectrolysis cell due to the activation of O,
by electrogenerated Cu(l) ions. The mechanism of the oxidation appears to involve alkyl
radicals. Trapping by Cu(Il) ions converts the alkyl radicals to the ester product. Alkyl radicals
with 2 or more carbons may first convert to olefins which subsequently add TFA to give ester
products. The resulis are compared with oxidation of alkanes in Cu(11)-H,0,-TFA.

INTRODUCTION

Processes for directly and selectively oxidizing methane to methanol and alkanes to higher
alcohols, instead of ketones and acids, could have enormous economic and environmental
impacts. A major problem to be overcome is the high reactivity of alcohols toward oxidizing
agents, relative to alkanes. Catalytica Advanced Technologics recently reported a significant
conceptual advance: methane could be oxidized selectively to methyl sulfate using mercury or
platinum catalysts in sulfuric acid.! This approach has been extended to other alkanes and ester-
forming acids by other groups. Sen has reported extensively on the usc of Pd(Il) catalysis in
TFA.? Also, Vargaftik et al. observed Co(I)/Co(III) to be an effective oxidant in TFA?
Simultaneously, Camaioni and Lilga developed a system based on the Cu(I)/Cu(II) couple and
0,.* In all of these systems, formation of an ester in large part protects the alkyl group from
further oxidation, and the esters may then be hydrotyzed to the corresponding alcohol.

The mechanisms of these oxidations are uncertain. The systems developed by Catalytica and
by Sen are thought to involve non-radical electrophilic pathways in which metal ion oxidants
directly activate the alkane C-H bond. In developing our Cu(I)/Cu(I)-O; oxidation system, we
assumed free radical mechanisms operate analogous to Fenton-type reactions that operate in
aqueous systems (Equations 1-5).

Cu* + O, + 2H* - H,0, + 2Cu* )
Cu* + H,0, + H* = *OH + Cu** + H,0 2
RH + *OH — H,0 + R 3)

Cu* +*OH + H* = H,0 + Cu* @

R+ + Cu” + H,0 —» Cu' + ROH + H* ©)

Rates of attack on functionalized substrates by strongly electrophilic radicals such as *OH
and SO4™ show a pronounced dependence on the electronic character of the adjacent functional
groups (see Table 1). Therefore, a viable system might involve electrophilic radicals abstracting
H from alkanes to form organic radicals that subsequently convert to esters on oxidation by
transition metal ions. The Cu(I)/Cu(II) couple is well suited for such a system in that O, rapidly
oxidizes Cu(l) to Cu(Il) and generates active oxidizing intermediates (Equation 1) and Cu(II)
ions react non-selectively with alkyl radicals to form organocopper(Ill) intermediates that
undergo reductive climination to give esters or loss of a B-hydrogen to give an alkene (Equations
5a-c). Since TFA adds rapidly to alkenes (Equation 5d), esters are produced in either case.

R+ + Cu(CF,C0;), - (CF,CO,),CuR (59)
(CE,C0,),CuR — CF,CO;R + CE,CO,Cu (5b)
(CF,CO,),CuR — CF,CO,Cu + CF,CO,H + R(-H) (59)
R(-H) + CF,CO,H — CF,CO,R (5d)

In this paper, we present a study of alkane oxidation by the Cu(I)/Cu(ll)-O,-TFA system and
by the complementary Cu(I)-H,O,-TFA system. The latter system was examined because H,0,
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may be an intermediate in the former system. H,0, reacts with TFA to make trifluoroperacetic
acid (TFPA). TFPA oxidizes alkanes at room temperature without need for metal catalysis® and
the reactions are reported to occur without generation of alkyl radicals. Primary and methane
C-Hs are relatively unreactive. However, Sen observed that addition of Pd(II) accelerated the
rate and improved the yield methyl trifluoracetate from methane.® With respect to our system,
reduction of TFPA by Cu(f) may result in decarboxylation (Equations 6 and 7) and initiation of
free radical redox reactions.

CF3COzH + H,0; = CF3CO3H + H,0 (6)
CF3CO3H + Cu* + H* - CF3e + COz + Cu® + HyO 7

PROCEDURES
Generally, experiments were performed in TFA solutions that contained the alkanes and
other reagents as described below and in the Tables and Figures.

Oxidations promoted by reacting Cu(l) with O,

In preliminary experiments, oxidations were promoted by reactive dissolution of Cu,O and
Cu metal in TFA solutions containing Cu(II) ions and alkane in contact with air or O, gas.
Experiments were also performed by adding deoxygenated solutions of Cu(l) trifluoroacetate to
solutions of alkane that were stirred under an O, atmosphere. See Table 2 for specific conditions
and methods. To make the reactions catalytic in Cu ions, oxidations were run in an
electrochemical cell that allowed for the generation of known amounts of Cu(l) at known rates
without changing the total concentration of copper in the solution. Initial experiments simply
used an open beaker with two platium electrodes and a potentiostat operating in constant current
mode. In subsequent experiments, we used a gas-tight, T Uon and glass cell (ca. 100 mL
volume). Ports in the top of the cell admitted the electrodes .& gas recirculation connections
and allowed for gas/liquid sampling. The working electrode was a platinum mesh cylinder. The
auxiliary electrode was a platinum mesh flag centered within the working electrode and
separated from the working solution by a porous Vycor frit. The solution in the auxiliary
electrode chamber was typically 1 M H2804. A saturated calomel reference electrode was
positioned next to the working electrode via a salt bridge with porous Vycor frit. The salt bridge
contained 5 M KO,CCF;. Typically, the cell was operated at a potential of -0.1 V vs. SCE and a
current of 50 mA.  The cell was connected to a gas recirculation system that consisted of a
MasterFlex pump with Teflon pump head and Teflon tubing and 5-L gas ballast that served to
minimize changes in gas concentrations during experiments. Initial gas compositions were set
with calibrated rotometers and verified by gas chromatography.

Oxidations using H;0,-TFA

Solution experiments were conducted in 5 mL ampoules or in 8 mL screw-top sample vials
with Teflon lined caps. Reaction mixtures were made by adding 200 PL of cyclohexane and
39.0 uL of 30% hydrogen peroxide to 2.00 mL of TFA or 2.00 mL of a TFA/Cu(ll) stock
solution. Anaerobic samples were degassed using three freeze-pump-thaw cycles, and the
ampoules flame-scaled. For aerobic samples the head space was purged with oxygen after all
components were added. Gas samples were taken using a Hamilton SampleLock™ syringe with
a gas sampling needle. Gas analyses were performed by GC-MS and quantified by using an
internal argon standard. 300 pL aliquots of each reaction solution were neutralized and the
organic components extracted by adding the sample to a test tube containing approximately 0.7 g
anhydrous sodium carbonate, 3 mL of dichloromethane and 10.00 pL of a decane in
dichloromethane solution that served as an internal standard. After neutralizing the TFA, the
dichloromethane layer was dried with magnesium sulfate and analyzed by gas chromatography.

Analyses

Gas chromatography was performed using an HP 5890 gas chromatograph with a 30-m
HP-5MS capillary column (crosslinked 5% phenyl methyl silicone, 0.25 pm film thickness, 0.25
mm column i.d.). Chromatograms were recorded using an HP 5971 mass-selective detector.
Gaseous components were quantified by using the mass-selective detector to extract ions unique
to each component. All instrument responses were in the linear region of the respective
calibration curves, and calibrations were verified periodically. 'H NMR spectra were recorded at
300 MHz using a Varian VXR-300 spectrometer operating at 7.01 T with a standard 5 mm
multinuclear broad band probe. 'H NMR spectra in TFA were run unlocked, but were referenced
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to cyclohexane and matched with spectra of mixtures prepared from authentic samples of
cyclohexanol and 1,2-cyclohexanediol in TFA.

RESULTS

Several scoping experiments were performed to learn the potential of Cu promoted
oxidations in TFA. Table 2 shows results for oxidations of methane and cyclohexane that were
obtained under a variety of conditions. The results show that oxidations could be promoted by
addition of Cu(I) solutions, Cu(I) oxides, or Cu(0) metal to solutions of Cu(Il) and O,.
Consistent with a report by Vargaftik et al.,* no conversion was observed with O, and just
Cu(Il). In these experiments, the alkane was present in excess and Cu(l) was the limiting
reagent. Therefore, the yields are calculated assuming a stoichiometry of 1 mole of product per 2
moles of Cu(D) ions. Addition of Cu(I) ions as solutions or solid Cu(I) oxides or Cu(0) metal
causes the Cu(I) concentrations to increase and eventually precipitate. This situation can be
circumvented by performing the oxidations in an electrolytic cell. The oxidations then become
catalytic in Cu(I)/Cu(II) ions. The last entry in Table 2 shows a result obtained in a single
compartment electrolytic cell. Here, Cu(ll) is reduced to Cu(l) at the cathode and presumably
water, present in solution, was oxidized at the anode. The 46% yield of cyclohexyl
trifluoroacetate is based on the number of electrons discharged through the cell assuming that 2
electrons are required to produce 1 molecule of ester.

In addition to cyclohexyl trifluoroacetate, we observed lesser amounts of secondary oxidation
products. Cyclohexanone was present in minor quantities, typically <2% of cyclohexyl
trifluoroacetate. Of the possible disubstituted products, the mono and diester of rrans-1,2-
cyclohexanediol were dominant. The high regioselectivity for these secondary products
probably is due to oxidation of cyclohexene. Epoxidation by TFPA is facile and subsequent
reactions with TFA will give the monoester and diesters (Equation 8).

o OCOCF, OCOCF,

TFPA TFA TFA
— — oH OCOCF,
®

Electrocatalytic Oxidation of Cyclohexane in the Cu(II)-O;-TFA System

We performed additional experiments in a divided electrolytic cell so that the cathodically-
driven process could be studied, independent of processes occurring at the anode. The cell was
closed from the atmosphere so that the gas composition could be controlled and analyzed as the
oxidation proceeded. We were particularly interested in learning whether CO, was a byproduct.
Its production would suggest a mechanism in which TFA is oxidized to CF,* radicals. In which
case, CF,* or CF,0,* may attack alkane C-H bonds (e.g., Equations 9-11).

CF;* + RH - CF;H +R* )
CF,;* + 0, - CF,0, (1Y)
CF,0,* + RH - CF,0,H + Re (11)

Figure 1 shows results obtained for cyclohexane oxidation that occurred in the cathodic
comparment of the electrolytic cell. Moles of cyclohexyl trifluoroacetate and CQO, are plotted
against the moles of electrons discharged through the cell. CO, is a minor product relative to
cyclohexyl trifluoroacetate. Therefore, Equations 9, 10 and 11 may contribute in a small way to
the oxidation. Perhaps, having 10% water in the system and in situ generation of H,0, favors
reaction of Cu(I) with H,0, rather than with CF,CO;H. The yield of cyclohexyl trifluoroacetate
was found to be strongly dependent on the initial amount of O, in contact with the Cu(II)
solution. Figure 2 shows the yields of monoester and diester for 3 cases: ~50 mL of air in the
cathode compartment, cathode compartment recirculated with a 5-L volume of air, and cathode
compartment recirculated with 5 L of O, The best yields were obtained with the smallest
amount of O,.

The Cu(Il)-H;0,-TFA System

Reactions were run under aerobic and anaerobic conditions with and without Cu(II) ions
present. Table 3 lists results for reactions run at 25 °C for 24 h. The first and second entries
show results obtained with Cu(ll) catalysis. The esters of cyclohexanol and trans-1,2-
cyclohexanediol were the dominant cyclohexane products, and in contrast to the Cu(l)-O,
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system, yields of the diester exceeded yields of monoester. Anaerobic conditions and Cu(II) ions
gave the highest yields and largest ratios of diester:monoester. Reactions run without Cu(Il) ions
gave predominantly monoester and showed little dependence on the presence or absence of O,
(Table 3). Deno observed even greater preference for monoester using excess H,O, (last entry of
Table 3).°  NMR spectroscopy (‘H and F) of reaction mixtures showed that Cu(Il) ions
accelerated the oxidations. The NMR spectra also showed CF,H was produced in significant
quantities when reaction solutions were initially degassed. Gas chromatrographic-mass spectral
analyses of the gases above the reactions confirmed the identity of CF;H and provided a measure
of the amounts of CF;H and CO, that were produced. The yields of CO, reported in Table 3
include dissolved CO,, whereas yields of CF;H in Table 3 represent only what was in the gas
phase. Considering the solution NMR results, comparable amounts of CF;H were in solution.
The results show that yields of CF,H were strongly dependent on O,. Reactions that were run in
the presence of O, generated litde CF;H, although yields of CO, were relatively unaffected when
Cu(ll) ions were present. Analysis of the results from Cu(II)-catalyzed reactions (Table 3)
shows that reaction solutions that were initially degassed gave approximately 1 molecule of CO,
per molecule of cyclohexane that converted. When O, was present initially, the stoichiometry
was >1 (compare first and second entries of Table 3 and note that % yield of diester based on
H,0, is twice the % yield based on converted cyclohexane). When Cu(Il) ions were absent and
O, was present, the yield of CO, was very small. Finally, cyclohexane-d,, was oxidized under
anaerobic conditions to determine the fraction of CF;H produced by Equation 9. In the absence
of Oy, the ratio CF,D/CF,H was 20/1, both in the presence or absence of Cu(Il) ions, showing
that CF,e radicals mainly had abstracted H from cyclohexane.

CONCLUSIONS

These experiments show that Cu ions are effective in promoting selective oxidation of
alkanes to alkyl trifluoroacetate esters. Furthermore, it is possible to initiate oxidation in the
cathodic compartment of an electrolysis cell making the oxidations catalytic in Cu and enabling
continuous operation. The reactions appear to be Fenton-type systems in which oxidations of
Cu(l) ion by O, and peroxide generate oxidizing species that abstract H to give organic radicals
that react with Cu(Il) converting to products and propagating a redox chain reaction (e.g.,
Equations 2-5). In the following discussion we reconcile observations and, in the end, comment
on the mechanism of the uncatalyzed H,0, system.

Distribution of Monoester and Diester from Cyclohexane

The distributions of mono and disubstituted products differ markedly for the Cu()-O,-TFA
and Cu(IT)-H,0,-TFA systems. The former favors monoester and the latter favors diester. The
former generates H,O, in situ while the latter starts out with H,0,. These variations may be
accommodated by a free radical redox chain reaction that involves Equations 1-3, 6, 7, 9-11, then
Sa, and Sc followed by 5d and 8. Given that Equations 6 and 8 are facile, the different product
distributions arise from how introduction of H,0, affects the competing reactions. Presumably,
in situ generation of H,0, favors low steady-state concentrations of H,O, such that Equation 6 is
slow compared to Equation 2 and Equation 5d (with R(-H) = cyclohexene) is fast compared to
Equation 8. Therefore, Equations 6-11 are not important in Cu(I)-O, oxidations. However,
when starting with H,0, as we do in the Cu(II)-H,0,-TFA system, TFPA forms (Equation 6) in
sufficient amounts such that Equation 8 competes effectively with Equation 5d.

Factors Affecting Yields

The yields of products have been calculated based on reducing equivalents used in the Cu(I)-
O, system or H,O, used in the Cu(Il)-H,0, system. These yields were generally less than 100%
due to reactions that consume reagent without generating alkyl radicals. Equation 4 is an
example of such a reaction. Liotta and Hoff observed that solutions of 30% HOpy/water in TFA
decompose with generation of CF,H.” Apparently, the decomposition involves radical reactions
that serve to initiate alkane oxidations when Cu(II) ions are present or O, is absent.

Effects of O,

O, affects the reaction systems in various ways. First of all, it is required when peroxide is
not a reagent. Even so, its effect in the electrocatalyzed system is curious in that yields of
monoester vary inversely with the amount of available oxygen, i.e., the system is more efficient
when starved for oxygen. Other products do not appear with increasing O,. Therefore, we
assume that reduction to water occurs. If so, then it may be that higher concentrations of O,
allow diréct reduction at the cathode and/or greater fractions of Equations 1 and 2 to occur near
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the electrode surface where the *OH is reduced to water much faster than it is scavenged by
alkane.

When peroxide is a reagent, the effects of O, are complex and not fully understood. In the
absence of Oy, CF3H and COj were produced in amounts that were comparable to the alkyl
esters, and when cyclohexane-d,, was used, CF3D/CF3H ratios of >20 were obtained. These
observations are consistent with a radical chain decomposition in which propagation steps
include: attack on RH by CFae; and oxidation of Re by Cu(Il) if present and by CF3CO3H if
Cu(II) is absent (Equation 12).2

Re + CF3CO3H — ROH + CF;e + CO, 12)

When O3 and Cu(Il) ions are present, less CO; and little CF3H were produced. Probably CF;e
radicals are scavenged by O, leaving the less reactive CF,0,* radical to propagate thc reaction
(Equation 11). The mechanism in the presence of Oz and absence of Cu(Il) is most uncertain. A
dilemma that any radical mechanism must overcome is explaining how cyclohexanol® and then
ester are produced without making cyclohexanone and CO,. Perhaps, O, serves to inhibit the
radical chain pathway and allow heterolytic pathways to opcrate.”®

ACKNOWLEDGEMENTS

This research was supported by the Advanced Energy Projects program of the U. S.
Depantment of Energy. The Pacific Northwest National Laboratory is a multiprogram national
laboratory operated by Battelle Memorial Institute undcr Contract No. DE-AC06-76RLO 1830.

REFERENCES

1. (a) Periana, R. A_; Evitt, E. R.; Taube, H. “Process for Converting Lower Alkanes to Esters”
U.S. Patent No. 5,233,113, Aug. 3, 1993. (b) Periana, R. A.; Taube, D. J.; Evitt, E. R;;
Loffler, D. G.; Wentrcek, P. R.; Voss, G.; Masuda, T. Science 1993, 259, 340-3. (c)
Periana, R. A.; Taube, D. J; Taube, H.; Evitt, E. R., Catalytica, “Catalytic Process for
converting Lower Alkanes to Esters, Alcohols, and to Hydrocarbons™ U.S. Patent No.
5,306,855, Apr. 26, 1994. (d) Periana, R. A.; Taube, D. J.; Gamble, S.; Taube, H.; Satoh,
T.; Fuji, H. Science 1998, 280, 560-4.

2. (a) Hogan, T.; Sen, A. J. Am. Chem. Soc. 1998, 119, 2642-2646. (b) Sen, A. Acc. Chem.
Res. 1998, 31, 550-557. (c) Lin, M.; Hogan, T.; Sen, A. J. Am. Chem.Soc. 1997, 119, 6048-
6053. .

3. (a) Vargaftik, M. N.; Stolarov, 1. P.; Moiseev, I. 1. J. Chem. Soc., Chemn. Commun. 1990,
1049-1050. (b) Gretz, E.; Oliver, T. F.; Sen, A. J. Am. Chem. Soc. 1987, 109, 8109-11.

4. Camaioni, D. M.; Lilga, M. A. U.S. Patent No. 5,585,515, 1996; U.S. Patent No. 5,708,246,
1998; U.S. Patent No. 5,786,505, 1998.

5. Deno, N. C; Jedziniak, E. I.; Messer, L. A.; Meyer, M. D.; Stroud, S. G.; Tomezsko, E. S.
Tetrahedron 1977, 33, 2503-8.

6. (a) Ref. 2a. (b) Sen, A. Platinum Me:als Rev. 1991, 35, 126. (c) Kao, L.-C.; Hutson, A. C;
Sen, A. J. Am. Chem. Soc. 1991, 113, 700.

7. Liotta, R.; Hoff, W. S. J. Org. Chem. 1980, 45, 2887-2890.

8. Deno reported cyclohexanol is initially produced (see Ref. 5). Using '"H NMR, we too
observed it to form and esterify in successive steps.

520



Table 1. Rate Constants® for H-Abstraction from CH3-X by HO® and SO4"

HO- . S04
X K108 M1 sl Y105
M-l S-l
-OH 9.6 10
-CH,;® 7 22
-0COMe® 22
-H 0.9 <0.8
-0S05~ 0.5
-COH 0.17 0.014

®From Notre Dame Radiation Laboratory Radiation Chemistry Data Center
(htip://www.rede.nd.eduf). ®Total rate constant divided by 2. “Attack on the acetoxy
methyl group is neglected: see value for acetic acid.

Table 2. Yields of Alkyl Ester from Cu(I) Promoted Oxidation in Trifluoroacetic Acid®
Alkane A Method
Methane S Dissolution of CupO under 1 atm. of 80/10/10 CH4/O2/N3
9 Addition of CF3CO,Cu solution to 13 atm. 26/1 CHy/O2
Cyclohexane®® 17 Addition of CF3CO,Cu to solution stirred in air
19 Dissolution of solid Cuz0 in air
30 Comproportionation of Cu(0) and Cu(Il) in air
46 Electrolysis of Cu(H) solution in air
®Solutions contained 10 vol% H,0. “®Based on Cu(l) added assuming 2 moles Cu(l)

consumed per mole of ester formed. “Cyclohexane ~1 M.

Table 3. Oxidation of Cyclohexane in H,0,-TFA: Effects of Cu(ll) and O,

Cu(lD) P01 % Yield®
M Atm Monoester  Diester Co, CF,H
0.05 1 7 18 34 0.1
0.05 0 9 52 38 15
0 1 28 10 2 ~0.1
0 0 32 10 34 20
o 0.2 66 5 nd® nd

®See note (a) in Table 3. ® Deno, et al.;’ no Cu ions and [H,0,)/[CH l2] =1.15.
©not determined.
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Figure 1. Cu(I)/Cu(Il) promoted oxidation of cyclohexane to esters of cyclohexanol (®) and
trans-1,2-cyclohexanediol (@) and TFA to CO, (®) in the cathodic compartment of a
closed, divided electrolysis cell. Conditions: 0.09 M cyclohexane, 0.08 M Cu(Il),

0

¥ " L] v L]
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Figure 2. Effect of O, contacted with solution on ester yields (% moles product per mole ¢~
discharged). Conditions: 0.09 M cyclohexane, 0.08 M Cu(Il), 10wt% H,O/TFA,
6x10” moles ¢~ discharged at E, .y = -0.1V vs. SCE.
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INTRODUCTION

- Hydrocarbon free radicals play a very important role in many thermal-chemistry processes,
including combustion, petroleum and coal coking, coal liquefaction and pyrolysis, oil shale
retorting, thermal stability of fuels as well as free radical polymerization. To obtain heats of
formation (AH",) of the radicals is very essential for the fundamental understanding of thermal
chemistry and mechanism of the free radical process. Many experimental methods have been

developed to determine AH®; of free radicals, including halogenation kinetics, polyani relation,
chemical activation, equilibrium study, electron-impact measurement, radical buffer, appearance
energy; photoacoustic calorimetry, electrochemistry etc.[t-3]. However, the experimental
determination of AH®; of free radicals is complicated, difficult and expensive due to the instability

of the radicals. In consequence, many approaches have been developed to estimate AH®, of the
radicals.

Three principal methods have been developed to estimate AH®, of free radicals. The first
method, and also the best characterized, is Benson’s group additivity method [4], which estimates

the AH® by summing the contributions of the heats of formation of the various groups, and
correcting for various higher order interactions via “correction” terms. The second method is the
bond-dissociation-energy (BDE) method that was reviewed in detail by McMillen and Golden in
1982 [5]). BDE is defined as:

A-B — Ae + Be .
DH(A-B) = AH’ 393 = AH"298(A®) + AH’( 293(Be) - AH’;293(A-B) )

According to equation (1), AH’;295 (A®) can be calculated if DH(A-B), AH’;,95(A-B) and

AH’(295(Be) are known. For the estimation of prototypical primary, secondary and tertiary alky!
radicals, McMillen and Golden recommended 98, 95 and 92 kcal/mol for DH(primary C-H),
DH(secondary C-H) and DH(tertiary C-H), respectively. For allyl or aryl radicals, a correction
term, “resonance stabilization energy” (RSE), was used.

Although both of these empirical estimation methods for hydrocarbon radicals are very
common in the chemical literature, the accuracy of the methods is unsatisfactory. Recently,

molecular orbital methods have been developed and used to calculate AH®; of compounds,
including neutral molecules, ions and radicals. There are two main molecular orbital methods, ab
initio and semiempirical methods. Of these, the ab initio method, having no need for empirically
determined parameters, is the more theoretically “pure”. However, ab initio methods are currently
slow, and routine application at any reasonable degree of accuracy to systems of larger molecule
and to the calculation of a large number of molecules is still not practical. The semiempirical
methods are fast enough for routine application to quite large systems, and to a large number of
molecules. With the heats of formation of systems related to those for which the semiempirical
methods were parameterized, the accuracy of semiempirical methods is comparable with that of
quite large basis set ab initio calculations [6].

In 1989, Stewart developed the MNDO-PM3 method for further optimizing parameters of

semiempirical methods [7,8]. Stewart calculated the AH®; of 7 hydrocarbon radicals by using this
method. The average difference between the calculated and experimental values is 6.24 kcal/mol.

In 1996, Camaioni et al. calculated AH’; of 19 hydrocarbon free radicals by the MNDO-PM3
method, and correlated the calculated values with the experimental values [9]. They found that the
errors are systematic for families of structurally related radicals.

In this study, we attempt to develop a new method for estimating the AH®; of the prototypical
hydrocarbon free radicals. The new estimation method, called PM3-systematic-correlation (PM3-
SC) method, is based on both the MNDO-PM3 calculation and correlation between the calculated
values and the experimental values from the literature. The errors in Benson’s, DBE and MNDO-
PM3 and PM3-SC methods are also compared and discussed in detail via statistical analysis.
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COMPUTATIONAL METHODS

All quantum chemistry calculations in this study were performed by means of the semiempirical
MNDO-PM3 method [7,8], using CAChe MOPAC, version 94. Geometry of the radicals was
optimized by using EF method, and the corresponding AH"; of hydrocarbon free radicals were
calculated by using doublet multiplicity.

SOURCES OF EXPERIMENTAL DATA

The experimental data are from the available literature. As the experimental data from different
sources are somewhat inconsistent with each other, we made the widest possible use of currently

common and accepted ones [1-3,5,9-12]. Some of AH’; of alkyl radicals were determined by the
empiricat BDE method using new BDE parameters reported by Seakins et al.[3] (DH(primary
C-H)=101.05, DH(secondary C-H)=98.26, DH(tertiary C-H)=96.44 kcal/mol).

RESULTS AND DISCUSSION

MNDOQ-PM3-calculated Results and Correlation with Experimental Data

The AH’, values of 46 hydrocarbon free radicals, including primary alkyl, secondary alkyl,
tertiary alkyl, alkenyl, aryl and cycloalkyl radicals, were calculated in this study by MNDO-PM3

method. Figure | plots the MNDO-PM3-calculated AH; vs. the experimental AH®; for 46
hydrocarbon free radicals. As a whole, a considerable scatter exists with an R? value of 0.9535 and
average errors of £10.57 kcal/mol. However, after examining the data, it is found that the
structurally related radicals exhibit a very good linear correlation, as shown in Figure 1. According
to the structural analogy of the radicals and the correlation, we can separate the 46 radicals into 5
groups. The first group consists of 15 primary alkyl radicals, including n-alkyl, i-alkyl, olefinic

and phenylalkyl radicals with the experimental AH"( values from 8 to 56 kcal/mol. A very good
linear correlation between the experimental and calculated values was made by the least square fit
with an R? value of 0.9982, although the calculated values are about 10 kcal/mol lower than the
corresponding experimental values. The second group contains the secondary and tertiary radicals
with an R? value of 0.9986. The MNDO-PM3-calculated values in this group are about 15-16
kcal/mol lower than the corresponding experimental values. The third group contains three
cycloalkyl secondary radicals with an R? value of 0.9999. Alkenyl and aryl radicals together
constitute the fourth group with an R? value of 0.9984, except for the l-naphthylmethyl radical.
The I-naphthylmethy! radical deviates slightly from the regression line. Whether this deviation
comes from the MNDO-PM3 calculation or from the experiment is still unclear. The last group
consists of three cycloalkenyl radicals with an R? value of 0.9998.

The regression lines for alkyl radical groups, including the first, second and third groups,
exhibit a similar slope, around 1.0, but with the corresponding intercepts different, being 11.71,
17.79 and 18.61 kcal/mol, respectively. The fourth group (alkenyl and aryl radicals), with
intercept of 10.69 kcal/mol, shows the highest slope in all five groups, being 1.26. The group
correlation reflects that the errors between MNDO-PM3-calculated and experimental values are
systematic and dependent on the families of structurally related radicals. This finding allows one to
be able to improve the accuracy of the estimates through scaling the calculated values. The linear
regression equation for each group was obtained by a least squares fit. Using these regression
parameters to scale the AH"( calculated by the MNDO-PM3 method leads to a very significant

reduction of the average error of the estimates, from +10.574 to + 0.453 kcal/mol for the 45
hydrocarbon radicals.

Comparison of Different Estimation Methods Based on Statistical Analysis

In order to compare the errors from different estimation methods, the AH'; values estimated by
using Benson’s, BDE and MNDO-PM3 methods, . respectively, were also calculated. The
calculation of AH’r by Benson's method was performed according to reference [4]. The AH';
values estimated by BDE method come from the review by McMillan and Crolden in 1982°.
Statistical analysis of the errors for each methods was conducted. The experimental values vs.
estimated values by Benson, BDE and MNDO-PM3 methods are plotted in Figure 2, 3 and 1,
respectively.

_With Benson’s method, the expectation of errors is —~2.901 kcal/mol, indicating the values
estimated by this method are lower than the experimental values by about 3 kcal/mol as a whole.
These errors can be atiributed to that the experimental data used in specifying the group

“contribution to the AH’; of the radicals in Benson’s method are lower. For example, the

experimental AH; values recommended in Benson’s method were 26.5, 21.0, 17.6 and 8.4
kcal/mol for ethyl, n-propyl, i-propyl and t-butyl radicals, respectively, while recently, 28.9, 24.0,

524




21.5 and 12.2 kcal/mol were used instead [3]. The standard derivation of the errors in Benson’s
method is 1.909 kcal/mol, and thus, is scattered and unsatisfactory as Benson’ method considers
only the interaction between two linked atoms (short-range effect) and neglects the effect of interval
~ atoms in the molecule (long-range effect).

The AH®; values calculated by BDE method give an expectation of errors of —1.033 kcal/mol. It
is still larger although being better than that for Benson’s method. However, the standard
derivation of the errors in this method is larger, being 2.497 kcal/mol. The errors in this empirical
method are probably as the results of both using lower BDE values and using the BDE values
derived from simple molecules to different and more complex molecules.

The AH®; values estimated by MNDO-PM3 method exhibit larger errors. The expectation of

errors is ~8.108 kcal/mol, and the standard derivation is 8.908 kcal/mol, indicting that the AH";
values calculated by the MNDO-PM3 method have to be scaled before use.

In all four methods discussed in this study, the PM3-SC method developed in this study gives
the most accurate estimates, as shown in Figure 4. The expectation of errors is —<0.001 kcal/mol,
and the standard derivation is 0.575 kcal/mol. The statistical analysis indicates that we can use the

PM3-SC method to estimate AH’¢ of hydrocarbon radicals with a standard derivation below 0.60
kcal/mol. 1f other words, we can be 95 % confident that the difference between the estimated and
experimental values is in the interval of &1.12 kcal/mol.

CONCLUSIONS

The families of structurally related radicals exhibit a very good linear correlation between the

experimental and MNDO-PM3-calculated AH”, values with the R* values higher than 0.998. On the
basis of the MNDO-PM3 calculations, experimental data and statistical analysis, a new semi-

empirical method, the PM3-SC method, has been developed to estimate AH®; of hydrocarbon free

radicals. The PM3-SC method can be used to estimate the AH®; for almost all hydrocarbon
radicals, including primary-alkyl, secondary-alkyl, tertiary-alkyl, alkylenyl and aryl radicals. The
PM3-SC method greatly improves the estimation accuracy and gives an average error of £0.453
kcal/mol only for the 46 hydrocarbon radicals, while the Benson’s, BDE and MNDO-PM3
methods give the average error of £3.18, +2.07 and *+10.57 kcal/mol, respectively. The statistical
analysis shows that with the PM3-SC method the difference between the experimental and
estimated values is in the interval of £1.12 kcal/mol with 95 % confidence.

ACKNOWLEDGENTS

This work was supported by the U.S. Department of Energy, Pittsburgh Energy Technology
Center, and the Air Force Wright Laboratory/Aero Propulsion and Power Directorate, Wright-
Patterson AFB. Funding was provided by the U.S. DOE under Contract DE-FG22-92104.

REFFERENCES

1. Lias, S. G.; Bartmess, J. E.; Liebmen, J. F.; Holmes, J. L.; Levin, R. D.; Mallard, W. G. J.
Phys. Chem. Ref. Data 1988, 17.

Wayner, D. D. M.; Griller, D. Free Radi. Thermochem.; Tanner, D. D. Ed.; JAI Press Inc.:
London, 1990; Vol. 1, pp 159-192.

Seakins, P.; Pilling, M. J. J. Phys. Chem. 1992, 96, 9847-9855.

Benson, S. W. Thermochemical Kinetics; John Wiley & Sons: New York, London, Sydney,
Toronto, 1976.

McMillen, D. F.; Golden, D. M. Ann. Rev. Phys. Chem. 1982, 33, 493-522.

Dewar, M. J. S.; Storch, D. M. J. Am. Chem. Soc. 1985, 107 3898.

Stewart, J. J. P. . Comp. Chem. 1989, 10, 209-220.

Stewart, J. J. P. J. Comp. Chem.1989, 10, 221-264.

Camaioni, D. M.; Autrey, S. T.; Salinas, T. B.; Franz, J. A. J. Am. Chem. Soc. 1996, 118,
2013-2022.

10. Tsang, W. J. Am. Chem. Soc. 1985, 107, 2872-2880.

11. Freund, H. and Olmstead, W. N. Intern. J. Chem. Kine. 1989, 21, 561-574.

12. Tsang, W. J. Phys. Chem. 1986, 90, 1152-1155.

WRNA AN

525



Calculated value (kcal/mol)

Figure 1 Correlation of MNDO-PM3-calculated AH®; and experimental AH’;

Estimated value (kcal/mol)

Figure 2 Benson-estimated AH'; vs experimental AH’; for hydrocarbon radicals

100 -
© Primary alkyls
© Secondary and tertiary alkyls
8071 & Secondary cycloalkyls
+ Alkenyls and aryls
O Cycloalkenyls = 12612x - 10.688
601 +1-naphthylmethyl y R = 09984
40
y = 1137x - 12.697
20 R?=09998
y=09831x - 18.611
y=10134x - 11.712 R2 = 0.9999
R? = 0.9982
0
y = 10565x - 17.787
R? = 0.9986
-20
-20 0 20 40 60 80 100

Experimental value (kcal/mol)

100
° Primary alkyls
|  ®Secondary and tertiary alkyls
80 & Secondary cycloalkyls
* Alkenyls and aryls N
© Cycloalkenyls
601
A o°
G
401 &
e
201 o
<)
e
o
07 o0
-20
-20 0 20 40 60 80 100

Experimental value (kcal/mol)

526




T T I T R —

L e—— o

100
© Primary alkyls
g0 { ©Secondary and tertiary alkyls +
- 4 Secondary cycloalkyis
g + Alkyenyls and aryls .
3 601 PCycloalkenyls +
= $
E
S 401
-]
2 ]
=4
=20 o°
w ()
w0
09
-20 r r — T T

-20 0 20 40 . 60 80 100

Experimental value (kcal/mol)

Figure 3 BDE-estimated AH®, vs experimental AH®; for hydrocarbon radicals

100
© Primary alkyls

S 801 © Secondary and tertiary alkyls
E 4 Secondary cycloakyls
E * Alkenyls and aryls
< 601 © Cycloatkenyls
T 40
<
E
201

o1

-2

-20 0 20 10 60 80 100

Experimental value (kcal/mol)

Figure 4 PM3-SC-estimated AH®; vs experimental AH’; for hydrocarbon radicals

527




ESTIMATING THE ACTIVATION ENERGY FOR HYDROGEN ABSTRACTION
REACTIONS BY A SEMIEMPIRICAL CALCULATION

Xiaoliang Ma, and Harold H. Schobert
The Energy Institute, The Pennsylvania State University,
University Park, PA 16802

KEYWORDS: hydrogen abstraction, activation energy, molecular simulation
INTRODUCTION

Free radical processes play very important roles in thermal chemistry in combustion, petroleum
and coal coking, coal liquefaction and pyrolysis, oil shale retorting, thermal stability of fuels as
well as free radical polymerization. One of the most important elementary reactions in free radical
processes is hydrogen abstraction, which involves hydrogen transfer from a hydrogen donor to a
hydrogen acceptor (a radical). In a companion paper [1}, we have reported our approach to
estimating the heats of formation of hydrocarbon radicals. In this paper, we will report our
approach to the kinetics of free radical reactions. This work is focused on the estimation of
activation energy (E,) for hydrogen abstraction reactions. To obtain the activation energy of
hydrogen abstraction reactions is very essential for the fundamental understanding of hydrogen
transfer mechanism, and for the evaluation of hydrogen-donation abilities of hydrogen donors and
hydrogen-acceptation ability of radicals. However, experimental methods to determine the
activation energy are complicate and difficult, as the radicals are very unstable. Molecular
simulation approaches to the hydrogen abstraction reactions have been reported [2-5]. By using the
MNDO-PM3 method, Camaioni et al. calculated the heats of formation of the transition states

(AH"(TS)) for 22 hydrogen abstraction reactions [6]. From the correlation of experimental and
calculated AH’ (TS) values, they obtained a linear regression equation:

AH° o (TS) = 11438H°,, (TS) - 8.256 keal/mol )

In the present study, our objective was to develop a new method for estimating the activation
energy (E,) of the hydrogen abstraction reactions between hydrocarbon radicals and hydrocarbon
compounds on the basis of the MNDO-PM3 calculation, experimental data from the literature,
transition-state theory and statistical analysis.

COMPUTATIONAL METHODS

All quantum chemistry calculations in this study were performed by using a semiempirical
method, MNDO-PM3 method [7,8], in CAChe MOPAC, Version 94. Geometry of the radicals

was optimized by using EF method, and the corresponding heats of formation (AH®;) of
hydrocarbon free radicals were estimated by the method reported in the other our paper [1].
Geometry of the transition states was located by using the Saddle Calculation method followed by

the Minimize Gradient method, and the corresponding AH"(TS) was calculated. Calculation of the
activation energy is based on the transition-state theory:
E, = AH* + (I-Av*) RT 2
The standard activation enthalpy (AH*) was calculated by the equation (3):
AH* = AH*(TS) - AH’, am 3)
For the bimolecular reaction, the Av* value is ~1.
SOURCES OF EXPERIMENTAL DATA

The experimental E, values are from the available literature. As the data from different sources
are somewhat inconsistent, we made the widest possible use of currently common and accepted
experimental data. The main sources are from the reference 6 and 9. The experimental values of

AH’(TS) were calculated by summing the activation enthalpy and AH" of the reactants:

AHD‘Z expll(TS) = AH* + z AI-Iﬂl‘. reactant
= Eq e - (1FAVF) RT+ E A" i ®
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RESULTS AND DISCUSSION
Hydrogen Abstraction Reaction

. ”A representative hydrogen abstraction reaction of propene and ethyl radical is shown as
ollows:

H donor Radical Transition state Products
C=C~C-H + C-C - [C=C-C:--H:--C-C] - C=C-Ce + H-C-C

In this reaction, ethyl radical (hydrogen acceptor) abstracts a hydrogen atom from propene
(hydrogen donor). The corresponding configurations and spin densities for the reactants, transition
state and products are shown in Figure 1. The TS structure has linear—centered C—-H-C bonds with
pyramidal C atoms intermediate between sp® and sp® with the bond length of 1.307 and 1.322 A
forC, . -Hand C,, -H, respectively. The spin density indicates the location of the free radicat
(distnbution of SOMO). In the TS structure, the radical is relocated on both C,.,. and C,.
atoms.

Heats of Formation of Transition States (AH"(TS))

The heats of formation of the transition states for 37 hydrogen abstraction reactions were
calculated by the MNDO-PM3 method. The radicals involved in these reactions include alkyl,
allenyI and benzyl radicals.

As a whole, a considerable scatter exists, as shown in Figure 2 and 3, and the average error is
+5.16 kcal/mol for the 37 transition states. However, we observed that the analogous reactions
exhibit a very good linear correlation between experimental and calculated values. According to this
observation, we can separate the 37 hydrogen abstraction reactions into 6 groups as follows:

Group Radical H donor
1 methyl alkyl-H
2 methyl alkenyl-H (or aryl-H)
3 ethyl (or propyl) alkyl-H
4 ethyl (or propyl) alkenyl-H (or aryl-H)
5 benzyl alkyl-H or phenylalkyl-H
6 benzyl partially hydrogenated polyaromatics

The least square fit was made for each group, with the R? values of 0.995, 0.999, 0.997,
0.995, 1.000 and 1.000, respectively. The group correlation reflects that the errors between PM3-
calculated and experimental values are systematic and dependent on the reaction types. This finding
allows one to be able to improve the accuracy of the estimates by scaling the AH(TS) values
calculated from MNDO-PM3 method. By using the regression parameters to scale the calculated

AH(TS), much accurate estimates are obtained with an average error of +0.33 kcal/mol for the 37
hydrogen abstraction reactions. We call this new method as PM3-systimatical-correlation method
(PM3-SC method).

Activation Energies for Hydrogen Abstraction Reactions

On the basis of the transition-state theory, the activation energies for the 37 hydrogen

abstraction reactions have been estimated by the equation (2) using scaled AH°(TS) values. The
estimated E, in comparison with the experimental data from the literature are shown in Figure 4 for
methyl, ethyl, propyl and benzyl as a hydrogen acceptor, respectively. In order to compare the
errors from different estimation methods, the E, values estimated by MNDO-PM3 method and
Camaijoni’s method (using the linear regression (1) to scale the MNDO-PM3-calculated AH®(TS)
values) are also shown in Figure 4. Statistical analysis of the errors for each method was
conducted.

MNDO-PM3 method has an average error of +2.07 kcal/mol with the standard deviation of
2.71 kcal/mol. Camaioni’s method shows lower average error than MNDO-PM3 method, being
+1.69 kcal/mol with the standard deviation of 1.78 kcal/mol. In all three methods, our PM3-SC
method gives the highest estimation accuracy with the average error of £0.24 kcal/mol and the
standard deviation of 0.31 kcal/mol. In other words, with PM3-SC method, we can be 95 %
confident that the difference between the estimated and experimental values is in the interval
between —0.57 and +0.63 kcal/mol.

Evaluation of both Hydrogen-donation Ability of Hydrogen Donors and Hydrogen-acceptation

Abilities of Radicals
The E, value for hydrogen abstraction reactions is deponent on both the hydrogen-donation

ability of hydrogen donors and the hydrogen-acceptation ability of the radicals. Using the same
radical, the hydrogen-donation ability of the hydrogen donors is inversely proportional to the E,,
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while using the same hydrogen donor, the hydrogen-accepting ability of the radical is inversely
proportional to the E,. Consequently, on the basis of analysis of the estimated E, values for
different hydrogen abstraction reactions, we can quantitatively evaluate both the hydrogen-donation
ability of hydrogen donors and the hydrogen-accepting ability of radicals. By comparing the E,
values for hydrogen abstraction reactions with methyl radical as a hydrogen acceptor (the group |
and 2), we can give the hydrogen-donation abilities of the hydrogen donors in the order as follows:

C=C-C-C, C=C-(C)C-C > ph-(C),C > (C),C > C=C-C > ph-C, benzene > C-C-C,
C-C-C-C>C-CC, C-C-C-C>CC

The underlined C atoms label the position of the donated hydrogen. By comparing the E,
values for hydrogen abstraction reactions with benzyl radical as a hydrogen acceptor (the group 3
and 6), we can give the hydrogen-donation abilities of other hydrogen donors in the order as
follows:

Fluorene, dihydroanthracene > (ph),-C > dihydrophenanthrene > ph-C-ph >
tetrahydronaphthalene > ph-C-C > ph-C > C-C

On the other hand, by comparing the E, values for hydrogen abstraction reactions using the
same hydrogen donor (e.g. ethan) and different radicals, we can give the hydrogen-accepting
abilities of the radicals in the order as follows:

Ce > C-C-Ce > C-Ce > ph-Ce

Thus, we can use this method to expect quantitatively both the hydrogen-donation ability of
other hydrogen donors and the hydrogen-accepting ability of other radicals.

CONCLUSIONS

After calculating AH"(TS) values for the 37 hydrogen abstraction reactions by MNDO-PM3
method and correlating them with the experimental data from the literature, it was found that the
analogous reactions exhibit a very good linear correlation between experimental and calculated
AH’(TS) values with the R? values higher than 0.994. On the basis of the MNDO-PM3
calculation, experimental data, transition state theory and statistical analysis, a new semiempirical
method, PM3-SC method, has been developed to estimate the E, for hydrogen abstraction
"reactions with an average error below +0.24 kcal/mol. The 95% confidence limits of the difference

between the estimated and experimental E, values is in the interval between -0.57 and +0.63
kcal/mol. The estimated E, can be used to evaluate quantitatively the hydrogen-donation ability of
hydrogen donors and the hydrogen-accepting ability of radicals.
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ABSTRACT

It has been proposed that carboxylic acids and carboxylates are major contributors to cross-
linking reactions in low-rank coals and inhibit its thermochemical processing. Therefore, the
thermolysis of aromatic carboxylic acids was investigated to determine the mechanisms of
decarboxylation at temperatures relevant to coal processing, and to determine if decarboxylation
leads to cross-linking (i.e., formation of more refractory products). From the thermolysis of
simple and polymeric coal model compounds containing aromatic carboxylic acids at 250-425
°C, decarboxylation was found to occur primarily by an acid promoted ionic pathway.
Carboxylate salts were found to enhance the decarboxylation rate, which is consistent with the
proposed cationic mechanism. Thermolysis of the acid in an aromatic solvent, such as
naphthalene, produced a small amount of arylated products (<5 mol%), which constitute a low-
temperature cross-link. These arylated products were formed by the rapid decomposition of
aromatic anhydrides, which are in equilibrium with the acid. These anhydrides decompose by a
free radical induced decomposition pathway to form aryl radicals that can add to aromatic rings
to form cross-links or abstract hydrogen. Large amounts of CO were formed in the thermolysis
of the anhydrides which is consistent with the induced decomposition pathway. CO was also
formed in the thermolysis of the carboxylic acids in aromatic solvents which is consistent with
the formation and decomposition of the anhydride. The formation of anhydride linkages and
cross-links was found to be very sensitive to the reactions conditions. Hydrogen donor solvents,
such as tetralin, and water were found to decrease the formation of arylated products. Similar
reaction pathways were also found in the thermolysis of a polymeric model that contained
aromatic carboxylic acids. In this case, anhydride formation and decomposition produced an
insoluble polymer, while the O-methylated polymer and the non-carboxylated polymer produced
a soluble thermolysis product. :

INTRODUCTION,

It has been proposed that carboxylic acids and carboxylates, which are prevalent in low-rank
coals, are major contributors to retrograde reactions that inhibit efficient thermochemical
processing of low-rank coals. In the pyrolysis and liquefaction of low-rank coals, low-
temperature (T <400 °C) cross-linking reactions have been correlated with the loss of carboxyl
groups and the evolution of CO; and H,0."? Solomon et al. has modeled the pyrolytic loss of
solvent swelling in coal by including one additional cross-link for every CO; evolved,”* while
Niksa has modeled the evolution rates and yields of oxygen bearing sgecies by including char
links when noncondensable gases (CO,, H;O, and CO) are expelled.’? Pretreatments such as
methylation or demineralization reduce cross-linking and CO; evolution in pyrolysis.2*>*
Exchange of Na*, K*, Ca™, or Ba™ into demineralized coals increase cross-linking and CO,
evolution in pyrolysis and liquefaction.>® These results suggest that the reaction pathways that
lead to decarboxylation may play an important role in the cross-linking of the coal polymer.
However, the chemical pathways for decarboxylation of aromatic carboxylic acids are not
understood at temperatures relevant to coal processing (300-450 °C).®  Therefore, to gain a
better understanding of the role of decarboxylation in cross-linking reactions in low-rank coals,
we have studied the liquid phase pyrolysis of simple (1-3) and polymeric (4-6) model
compounds containing aromatic carboxylic acids from 250-425 °C (see below). These model
compounds were chosen because aromatic carboxylic acids are known to exist in low-rank
coals,” their decarboxylation pathways can lead to cross-linking (see below), and homolysis of
the weak bibenzylic bond provides a constant source of free-radicals that mimics some of the
reactive intermediates found during the thermal processing of coal.? Polymeric models were also
investigated to study the impact of restricted mass transport on decarboxylation reaction
pathways. A brief overview of the findings of these investigations will be presented as well as
new data on pyrolysis of carboxylate salts.

HOZCO CH,CH, ©/ COMH HOZC\© CD,CD, ©/ CO,H
1-d,

1
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DECARBOXYLATION MECHANISMS

The reaction pathways for decarboxylation of aromatic carboxylic acids are surprisingly
complex and dependent on the reaction conditions.” The two major pathways for aromatic
decarboxylation reactions are ionic and free radical. In aqueous solution, ionic decarboxylations
can be catalyzed by acid or base. Acid-catalyzed decarboxylation reactions are the most
common, and the reaction pathways are dependent on acid concentration, ionic strength and
substituents on the aromatic rmg In dilute acid, ipso-protonation of the aromatic ring is the
rate-determining step (eq 1), while in highly acidic solutions, the rate determining step is
decarboxylation of the aromatic cation. Electron donating substituents accelerate the acid-
catalyzed decarboxylation reaction. In the absence of an acid-catalyst, decarboxylation of
carboxylate salts or carboxylic acids with strongly electron withdrawing substituents, such as
2,4,6-trinitrobenzoic acid, occur by rate-determining unimolecular elimination of carbon dioxide
from the anion (eq 2).

=) A o
OH _*H* OH °% o, H
—H H
0
H
-CO
°° Lun (° s Y o

Decarboxylation of aromatic carboxylic acids can also occur by a free-radical pathway.
Since free radicals are known to be formed as reactive intermediates in the thermolysis of coal,
the free-radical decarboxylation pathway has been viewed as a possible route to cross-linking.
Hydrogen abstraction or electron transfer to an acceptor'® can form the benzoyloxyl radical
(PhCO2+) which will rapidly decarboxylate (log k (s') = 12.6 — 8.6 kcal mol'/2.303RT)"! to
form an aryl radical (eq 3). This highly reactive intermediate can abstract hydrogen or
competitively add to an aromatic ring to form biaryls.'? This aryl-aryl linkage is thermally stable
atT 400°C and would constitute a low-temperature cross-link.

Em— - 114

7 H- keal
OH _Reory -CO =02 O mol
omdlzmg 3)
agent RH
)
PYROLYSIS OF THE ACID

The liquid phase thermolyses of 1,'* 2,' 3,'* and substituted benzoic acids were conducted
between 325-425 °C in sealed, degassed, Pyrex tubes. The reaction mixtures were silylated with
N,O-bis(trimethylsilyltrifluoroacetamide (since 1 and 2 were insoluble in most solvents) and
quantitated by GC with FID. The products were identified by GC-MS and by comparison to
authentic materials. Details of the experimental procedure can be found in references.'*'* For

o

|
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all the compounds studied, decarboxylation was the major product from the thermolyses.
Excellent mass balances were obtained in these thermolyses even at high conversion (for 1, 97%
mass balance at 67% conversion) indicating that no significant amounts of high molecular
weight products were undetected by the GC analysis. A typical product distribution from the
thermolysis of 1 at 400 °C for 30 min (9.1% conversion) is shown below. Additional products

HO G : coH COH CO H
400 °C
@cr@m@ Somn @crqzcrqz@ + Hac@
1

conversion 9.1% 73.0 mol% 9.5 moi%

HO G Co H COMH
Do S O+ Qoo
8.2 mol% 1.6 mol% 0.8 mol%

detected included 1,1-(3,3'-dicarboxyphenyl)ethane (4.6 mol%), 3-ethylbenzoic acid (1.3 mol%),
1-(3-carboxyphenyl)-1-phenylethane (0.3 mol%), and benzoic acid (0.1 mol%). The average
conversion for a set of four 30 min thermolyses at 400 °C was 9 + 1%, and the average mass
balance was 99 + 2%. At 400 °C, the apparent first-order rate constants for decarboxylation of 1,
2, and 3 at low conversion was 3.7 = 0.2 x 105, 6.6 £ 0.2 x 107, and 2.8 @ 0.7 x 10° 5,
respectively. The factor of two difference in the rate constant for decarboxylation of 2 relative to
1 and 3 indicates that the rate of decarboxylation is influenced by the position of the carboxyl
group on the aryl ring (see below). The Arrhenius parameters for the apparent first-order rate
constant for the decarboxylation of 1 to 1-(3-carboxyphenyl)-2-phenylethane was found to be log
k(s") = (9.4 £ 04) - (43 £ 1) keal mol"/2.303RT. On the basis of the product distributions,
mass balances, and decarboxylation rates, the decarboxylation of 1, 2, and 3 was proposed to
proceed by an acid promoted, ionic pathway as shownineq 1.

To provide additional evidence of the decarboxylation mechanism, the thermolysis of p-
toluic acid and p-toluic acid-d; (p-CHyC¢HsCO,D) were compared at 400 °C.'* The deuterium
isotope effect ku/kp, determined. from the average of four thermolyses on each substrate, was
2.1£0.1 indicating that protonation of the aromatic ring is a rate-determining step (sce below).
The effect of electron donating substituents on the thermolysis of benzoic acid was also
investigated at 400 °C in the liquid phase. As previousl?' found, decarboxylation to the
substituted benzene was the major product. A Hammett plot'® was constructed for the rate of
decarboxylation (Figure 1), and a better linear correlation was obtained with * (R = 0.999) than
with o (R= 0.950). The slope (p) for the plot vs ¢* was —5.2 indicating that a positive

5.0 t t t t
—— y =-0.06098 - 5.181x R= 0.9987

4.0

3.0 1

L ke / Ky

0.0 1T

-1.0 } + }
-0.80 0.60 0.40 -0.20 0.0 0.20
c*

Figure 1. Hammett plot for the liquid phase thermolysis of substituted benzoic acids at 400 °C.

charge develops in the transition state in the decarboxylation, which supports the proposed
cationic mechanism for decarboxylation. Since in low-rank coals all the aromatic rings are
substituted with electron donating substituents, such as alkyl and oxygen functional groups,'” it
is predicted that acid promoted decarboxylation reactions will be very rapid at 400 °C (t;;; < 30
min).

535




To investigate the possibility that the free-radical pathway may also contribute to the
decarboxylation reaction, the thermolysis of 1 containing deuterium in the ethylene bridge (1-d,)
was investigated."” 1f decarboxylation proceeds by the acid-promoted ionic pathway, a d,-
monoacid will be produced, while a free-radical pathway would place a deuterium at the 3-
position of the aromatic ring (from D abstraction by the aryl radical) to form a ds-monoacid
(Scheme 1)."® The thermolysis of 1-d, was performed at 325 °C and 400 °C, and the product
distribution was similar to that reported for 1. At conversions ranging from 3-9%, GC-MS
analysis of the 1-(3-carboxyphenyl)-2-phenylethane product showed no evidence of a ds -species
(<5%), based upon the comparison of the observed and calculated M" and (M+1)" peaks for the
trimethylsilylated derivative of the d,-monoacid. These data provide convincing evidence that
decarboxylation of 1 is occurring predominantly by an ionic pathway in the neat liquid.

CD,CD, CD.CD,
COH -CO,
HO,C — HOC H
2 H _H* 2
lonic W |
Pathway *H 1L H
CD,CD, CD,CD,
w0eTy poon ool o
1-dg
Radical R
Pathway : 1-dg
CD.CD, CD.CD,
-CO,
HO.C CO, —2» HOC .
Scheme 1

PYROLYSIS OF CARBOXYLATE SALTS

In coal, many of the carboxylic acids exist as carboxylate salts.'” Exchange of inorganic
cations, such as Na', K*, Ca™, or Ba™, into demineralized low-rank coals can significantly
decrease liquefaction yields and increase cross-linking.>* For example, in the liquefaction of
Zap lignite (400 °C, 30 min, tetralin, H), exchange of potassium cations into an acid
demineralized coal decreased liquefaction yields 40% compared to the demineralized coal
Thermolysis of the dipotassium salt of 1 was investigated at 400 °C for 30 min neat, in tetralin,
and in naphthalene.” No thermolysis products werc detected and 1 was recovered unreacted
(>99 mol%). Calcium benzoate was also found to be relatively stable at 400 °C (0.05%
conversion to benzene in 1h). Addition of a small amount of water (1-3 equiv) to the reaction
tubes did not significantly alter the conversions. However, if calcium benzoate was added to
benzoic acid, the rate of decarboxylation increased. For example, the decarboxylation of benzoic
acid increased by a factor of 7.7, 12.3 and 14.8 by the addition of 4.8, 1.1, and 15.1 mol%
calcium benzoate, respectively. In the thermolysis of substituted benzoic acids, Manion et al.
found that bases, such as pyridine, accelerated the decarboxylation of benzoic acid.'® 1t was
proposed that decarboxylation occurred by the anionic mechanism (eq 2). However, the cationic
mechanism is still consistent with these results (eq 1), and a new mechanistic pathway does not
have to be invoked to rationalize these experimental results. In the decarboxylation of 4-
aminobenzoic acids in dilute aqueous acid, it was concluded either ipso-protonation of the
aromatic ring (k;) Or loss of the carboxyl proton (ks) is wholly or partially rate controlling
(Scheme 2).?' If the anion decarboxylates, protonation of the aromatic ring is rate controlling
(ks). Thus, if both ipso-protonation and proton Ioss from the carboxylic acid are rate controlling,
the rate of decarboxylation would be accelerated for the carboxylate salt. This prediction was
confirmed by Kaeding’s study on the impact of benzoate salts on the decarboxylation of
salicyclic acid in benzoic acid at 200-230 °C.* All the benzoate salts enhanced the
decarboxylation rate, although the magnitude varied considerably with the metal. For example,
the potassium, sodium, and calcium benzoate accelerated the decomposition of salicyclic acid at
212 °C by a factor of 16.1, 10.7 and 6.3, respectively, and the decarboxylation rate was directly
proportional to the concentration of the salt. Thus, decarboxylation of carboxylic acids and their
salts can be described by the cationic mechanism shown in Scheme 2. In the presence of a weak
base, carboxylate salts are formed and a similar series of reactions can be proposed. Moreover,
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an.ilirgium and pyridinium ions have been shown to catalyze the decarboxylation of salicylic
acid.™ Thus, a new mechanism does not have to be proposed for the base or salt catalyzed
decarboxylation of aromatic carboxylic acids.

£ on
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Scheme 2

ANHYDRIDE FORMATION

The thermolysis of 3 was also studied in a non-hydrogen donor solvent, naphthalene, at 400
°C. In a 10-fold excess of naphthalene, the major products were the same as in the neat
thermolysis except for the formation of two new minor products (<3 mol%) 7 and 8, which
constitute cross-linked products. Thermolysis of 1 and 2 in naphthalene also produced
naphthylated products, but the yield of these products was ca. three times smaller than that for 3.

CH,CH, CH,CH, .
7 :O ;
Arylhted products were also found when biphenyl was used as the solvent, and 1- and 2-
phenylnaphthalene were found in the thermolysis of benzoic acid in naphthalene. The formation
of 7 and 8 were reduced by tetralin, a hydrogen donor solvent, indicating that the arylation
reaction proceeded by a free radical pathway. The arylated products could also be reduced by
small amounts of water (0.5-3 equiv).

The formation of small quantities of arylated products in the aromatic solvents was
surprising on the basis of the liquid phase experiments. The yield of arylated products was found
to be very sensitive to the reaction conditions and trace amounts of water, and at times, it was
very difficult to obtain reproducible data. After the thermolysis of many model compounds had
been investigated, it was concluded that the arylated products arise from formation and
decomposition of aromatic anhydrides. In the thermolysis of benzoic acid in naphthalene (2.5
equiv) at 400 °C, a small amount of benzoic anhydride (ca. 1.4%) was observed in addition to
benzene (1.2%), 1-phenylnaphthalene (0.06%), and 2-phenylnaphthalene (0.06%). When water
(0.5 equiv) was added to the mixture of benzoic acid and naphthalene, benzoic anhydride was
not observed. In the thermolysis of 3 in naphthalene, a small amount of the anhydride of 3,
(0.4%), was observed by HPLC and by LC-MS (by comparison with an authentic sample).
These studies confirmed that anhydrides could be formed under the sealed tube reaction
conditions used in this study and that small amounts of water minimize their formation.

Next, the thermolysis of the anhydrides were investigated since there was little literature
information on the pyrolysis of aromatic anhydrides at moderate temperatures (<500 °C). It was
discovered that the anhydrides decomposed very rapidly under the reaction conditions. The

decomposition of benzoic anhydride (7.5% conversion) at 400 °C in naphthalene (10 equiv) was
ca. 8 times faster than that for benzoic acid (0.97% conversion) under similar reaction
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conditions. The major products from the thermolysis of benzoic anhydride in naphthalene were
benzene (29.5 mol%), 1-phenylnaphthalene (40.4 mol%), 2-phenylnaphthalene (26.4 mol%) and
phenyl benzoate (6.2 mol%). The anhydride of 3 also decomposed more rapidly than 3 (ca. 22-
times faster) at 400 °C in naphthalene. The yield of arylated products was also shown to be
sensitive to the nature of the aromatic acceptor (i.e., ease and reversibility of addition) and
concentration of hydrogen donors.

The high conversions for the aromatic anhydrides were surprising. The C(=0)-O bond
dissociation energy for benzoic anhydride was estimated as 84 keal mol™."* At 400 °C, C-O
homolysis (to form the PhCO+« and PhCO;*) would not occur to any significant extent (<<1%).
Therefore, it was proposed that the decomposition of the aromatic anhydride occurred by an
induced homolysis reaction (eq 4), which has been observed in the decomposition of benzoy!
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peroxide.?* The induced decomposition is an addition-elimination reaction in which radicals add
to the anhydride (most likely the C=0 bond) and cleave to form a stable product, such as phenyl
benzoate, and a new chain carrying radical, i.c., the benzoyl radical. The benzoyl radical will
rapidly decarbonylate (log k (') = 14.6 — 29.4 kcal mol'/2.303RT)* to form the phenyl radical.
The phenyl radical can add to an aromatic ring to form an arylated product'* and produce a
hydrogen atom, which can continue the chain reaction.”® The induced decomposition pathway
also requires that more CO be formed that CO,. In the thermolysis of benzoic anhydride and the
anhydride of 3, the ratio of CO:CO; was 3:1 and 25:1, respectively. The excess CO is consistent
with the induced decomposition pathway and inconsistent with pure homolysis. In the
thermolysis of acid 3 in naphthalene (10 equiv), the ratio of CO:CO; is 1:4. Thus, in the absence
of water, small amounts of the aromatic anhydrides are in equilibrium with the parent carboxylic
acid. Under free radical conditions, the anhydride undergoes a rapid free radical induced
decomposition reaction, which produces aryl radicals that can lead to cross-linked products.
Water and hydrogen donor solvents can reduce the yield of cross-linked products. However, can
this sequence of reactions occur in the polymeric network structure of coal? To investigate this
possibility, polymeric models of aromatic carboxylic in low-rank coals were prepared and their
thermal chemistry investigated.

THERMOLYSIS OF POLYMER MODEL o

The polymer model compound 4 was prepared with 2.3 acids per 100 carbons,”” which is
similar to the concentration of carboxylic acids in Beulah-Zap coal, 2.2 acids per 100 carbons.'”
Overall, the TGA behavior of 4 is analogous to that reported for low-rank coals in which CO,
evolution occurs prior to tar evolution and O-methylation reduces char yield (i.e., cross-
linking).??” The carboxylated polymer 4, forms ca. 2.4 times more char upon heating to 800 °C
than the non-carboxylated polymer 5. This indicates that the carboxylic acids are enhancing
cross-linking in the polymer. Pyrolysis of 4 at 400 °C in a T-shaped tube, in which the volatile
products are removed from the reaction, produced significant amounts of a THF insoluble
residue (74 + 2 wt%) independent of the thermolysis time (15-60 min). However, the
thermolysis of 5 and 6 at 400 °C for 60 min produced a THF soluble residue. FTIR and solid-
state *C NMR analysis of the THF insoluble residue confirmed the presence of the aromatic
anhydride linkage. Thermolysis of 4 in a sealed tube, in which the volatile products were not
allowed to escape, produced a THF soluble product and no anhydride was observed by FTIR.
Thus, aromatic anhydrides can form low-temperature cross-links that hold the polymer structure
together. However, if the anhydride linkages were completely hydrolyzed (confirmed by FTIR),
the polymer remained insoluble. It is proposed that the anhydride linkages in the polymer
decompose by an induced decomposition reaction to form aryl cross-links as was observed for
the simple model compounds. In support of this mechanism, CO evolution is observed in the
TG-MS experiments before significant depolymerization of the polymer backbone occurs. Thus,
the small amount of cross-linking observed in the simple model compounds is enhanced in the
polymer models. However, the extent of anhydride formation and cross-linking is very sensitive
to the experimental conditions and the presence of water. Can similar chemistry occur in the
thermal processing of low-rank coal? To answer this question, additional characterization
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studied_a.re need on low-rank coals to determine if carboxylic acids form anhydrides during
pyrolysis.

SUMMARY

The thermolysis of aromatic carboxylic acids was investigated to determine the mechanisms
of decarboxylation at temperatures relevant to coal processing, and to determine if
decarboxylation leads to cross-linking (i.e., formation of more refractory products). From the
thermolysis of simple and polymeric coal model compounds containing aromatic carboxylic
acids at 250-425 °C, decarboxylation was found to occur primarily by an acid promoted ionic
pathway. Carboxylate salts were found to enhance the decarboxylation rate, which is consistent
with the proposed cationic mechanism. Thermolysis of the acid in an aromatic solvent, such as
naphthalene, produced a small amount of arylated products (<5 mol%), which constitute a low-
temperature cross-link. These arylated products were formed by the rapid decomposition of
aromatic anhydrides, which are in equilibrium with the acid. These anhydrides decompose by a
free radical induced decomposition pathway to form aryl radicals that can add to aromatic rings
to form cross-links or abstract hydrogen. Large amounts of CO were formed in the thermolysis
of the anhydrides which is consistent with the induced decomposition pathway. CO was also
formed in the thermolysis of the carboxylic acids in aromatic solvents which is consistent with
the formation and decomposition of the anhydride. The formation of anhydride linkages and
cross-links was found to be very sensitive to the reactions conditions. Hydrogen donor solvents,
such as tetralin, and water were found to decrease the formation of arylated products. Similar
reaction pathways were also found in the thermolysis of a polymeric model that contained
aromatic carboxylic acids. In this case, anhydride formation and decomposition produced an
insoluble polymer, while the O-methylated polymer and the non-carboxylated polymer produced
a soluble thermolysis product. )
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ABSTRACT

We have applied the method to carbon formation in CO, reforming of methane over eight transi-
tion metals, starting with a list of 164 elementary steps and published UBI-QEP calculations of
their activation energies and using the MECHEM program for combinatorial pathway genera-
tion. The predicted coking pattern Fe > Ni > Ru > Rh, Ir, Pd > Cu, Pt is consistent with experi-
mental results from the literature. Current work focuses on deriving an activity pattern for the
production of CO+H, in methane reforming.

INTRODUCTION

During the past decades, physical chemistry and surface science have provided a basis for under-
standing catalytic processes at the molecular level.' However, the search for active, stable, and
selective catalysts for any given chemical process still remains largely empirical and is per-
formed in the face of great uncertainty about most aspects of the process.? For example, ideally
the choice of catalysts should rely on knowledge of the reaction mechanism and kinetics and of
the physical properties and structure of the catalyst, promoters, and support, among others. How-
ever, usually neither the mechanism nor kinetics of elementary steps is known.

Recent advances in com?utational methods have enabled searching comprehensively for hy-
pothetical reaction pathways” and bulk calculations of activation energies and enthalpies of can-
didate elementary steps.* A combination of these techniques holds the promise of increasing the
suite of systematic tools that can guide catalyst design.’

This article reports an initial attempt to combine combinatorial pathway generation with en-
ergetics for the purpose of catalyst design. The method adopts MECHEM**™ — a computer aid
for mechanism elucidation. To develop the approach, we focused on predicting the relative
coking properties of metal single-crystal catalysts for carbon dioxide reforming of methane. This
choice is motivated by the availability of published data and by the importance of coking control
in the conversion of natural gas to syngas.” The method enables finding a list of “best” coking
pathway/catalyst pairs, which are then used to construct a qualitative ranking of metals in their
activity toward coking. The advantage of basing a predicted activity pattern on the relative barri-
ers of pathways rather than the relative barriers of presumed rate-determining steps is that it re-
moves the need to postulate rate-determining steps, which ultimately only make sense in the
context of a larger pathway.

Our starting data, taken entirely from Ref. 4, consist of 164 elementary steps and their acti-
vation energies for eight transition-metal catalysts. The single-crystal catalysts were Cu(111),
Ni(111), Pd(111), Pt(111), Rh(111), Ru(001), Ir(111), and Fe(110). Activation energies were
calculated by the UBI-QEP method.'® The accuracy of the calculated activation energies was
claimed to be about 2 kcal/mol.*

METHODS

Background on Computational Methods. MECHEM™®? is an ongoing, multi-year project whose
goals are to provide high level assistance for the elucidation or exploration of chemical reaction
mechanisms. Technical details can be found in specialized journals.'' The basic approach is to
comprehensively search the possible elementary reactions and pathways in a “first principles”
spirit. The principle involved is that an elementary step involves a small (user-adjustable) num-
ber of changes in the bonding of the reactants. Since in mechanism elucidation the reaction
starting materials are known, MECHEM builds elementary steps of the form known reactants —
X +Y and then solves for all possible structures of the unknowns X and Y by using ad-hoc graph
algorithms and assuming, say, at most three or four total changes (cleavage or formation) to the
connectivity of all the molecular graphs, including X and Y. One could contrast this “logical”
approach to generating elementary steps with an alternative empirical approach that, say, only
generates steps that follow specific reaction schemata such as migratory insertion, reductive
elimination, radical recombination, dissociative adsorption, and so on. An advantage of the “first
principles” or logical approach is that there is an enhanced potential for finding reaction mecha-
nisms that otherwise would escape notice. After X and Y become specific species, the program
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considers all possible second steps in a similar way. The “space” of possible pathways is simply
the set of possible lists of such elementary steps. The only unchangeable built-in assumption in
MECHEM is that all elementary steps have at most two reactants and at most two products.

The program organizes its search in stages of simplicity, by first trying to find mechanisms
that involve fewer species and steps. A chemist/user drives the process by supplying assump-
tions, based on experimental evidence and background knowledge. These assumptions are in the
form of constraints whose templates (about 120) are implemented and available for use.

Pathway/catalyst generation. To explore coking pathways in conformity with our source
energetics data,* we formulated the starting materials as CHy(ads) and CO5(ads) and the sole tar-
get product as monoatomic carbon. These species and all intermediates or by-products below are
actually surface species, although their notation will not indicate this fact.

We made use of the 82 elementary steps (forward and reverse, totaling 164) and their acti-
vation energies over eight single-crystal transition metal catalysts reported by the cited authors.
MECHEM was constrained to reject any generated step or species that was not on this list. Thus,
there were 8 x 164 = 1312 separate activation energies or step/catalyst pairs.

To simplify the task, we excluded any step/catalyst pair whose activation energy exceeded
30 kcal/mol; these would be much less likely to enable good coking pathways. Thus, a new con-
straint was added to MECHEM that rejects any complete (or partially-constructed) pathway
whose steps cannot all take place on one metal and still remain below the energy ceiling. Thus, a
sequence whose first step was within the energy ceiling only for metals Fe and Ni, and whose
second step was within ceiling only for Pt and Pd, would be discarded because their intersection
was empty. The alternative would be to run the program once for each catalyst under considera-
tion; but considering them jointly turns out to be more convenient.

Pathway selection criteria. We chose four measures of the likelihood that a pathway will
lead to substantial coking; in all four cases, smaller values are better: (1) the number of pathway
species; (2) the number of pathway steps; (3) for a specific metal, the maximum activation en-
ergy appearing in the pathway; (4) the maximum possible stoichiometric yield of carbon obtain-
able through the pathway, expressed as the cost in moles of CH, and CO; required to form 1
mole of surface carbon.

For the task of catalyst ranking, the preference for more concise pathways (having fewer
species or steps) is justified as follows. The fewer pathway species, the fewer the opportunities
for side reactions that diverge from coking: given N species, there are N2 formally possible bi-
molecular and N unimolecular steps. In this article we do not include an explicit measure of the
potential for side reactions, but a preference for fewer pathway species can deal somewhat with
this issue.

The preference for fewer steps is justified by the uncertainty in the calculated activation en-
ergies. The more steps, the greater the chances of an (undetected) inaccuracy that would render
bad a seemingly good pathway. If mistakes in the calculated energies occur with probability p
and are mdependent then the probability of a mistake for a pathway of length L equals
1 - (1 — p)* which approaches unity exponentially with pathway length.

Measures of the pathway energy barrier more elaborate than a simple maximum could be
used, and we have experimented with several of them, but here we opt for the simplest choice.
The use of maximum activation barriers to characterize pathways assumes that the pathway step
with the highest barrier is the slowest. The principled choice of slowest steps should be based on
knowledge of surface species concentrations and preexponential factors, but these data are not
available.

Finally, we need a measure of how much coking can be achieved via a given pathway.
Lacking data on reaction rates, we will use a heuristic measure of “selectivity” that is based only
on the plain pathway: the maximum possible yield of surface carbon that can be obtained by
freely varying the pathway stoichiometric numbers, but keeping them non-negative. The problem
of finding the maximum possible y1eld can be formulated as a linear optimization problem and
solved with the simplex algorithm.'? The basic ideas are to require one mole of carbon after a
time 11, to express the possible concentration changes in terms of the stoichiometries of the indi-
vidual steps, and then to minimize the *“cost” (i.e., the molar amounts) of starting materials at the
prior time f. A by-product of the optimization is a stoichiometric number for each pathway step.

However, there is a subtlety in the cost measure. Since some steps are below the energy
ceiling of 30 kcal/mol in both directions, we score pathways in two ways: (1) keeping the origi-
nal forward direction of steps, and (2) augmenting the pathway with all the reversed steps that
are within the energy ceiling. In the latter case, the maximum energy measure is calculated over
the step directions that correspond to the positive stoichiometric numbers as determined by the
linear optimization. If a stoichiometric number is zero, we consider the energy only of the for-
ward direction.”

* This tactic is not absolutely correct, since it is possible that a more limited use of backward steps
will lead to the most advantageous combination of energy and cost, in the sense of enabling a pathway to
survive the comparisons described in the next scction. However, given the small sizcs of our pathways,
we believe that this omission is not important.
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Combining measures. We know of no principled way to combine these four measures or
objectives into a single optimizable objective. However, since the formulation is equivalent to a
multi-objective optimization problem, we can use the standard concept of a Pareto optimum. A
Pareto optimum is a solution which is not dominated by any other solution; one solution domi-
nates another if it is better on one of the objectives and is no worse on all the other objectives.

Thus, we will find all the Pareto optima, that is, those pathway/catalyst pairs that are not
dominated by any other pair in the sense of minimizing the four objectives of steps, species, en-
ergy, and cost. We will iterate this procedure several times: after finding the first set (depth 0) of
Pareto-optimal pathway/catalyst pairs, we will delete these solutions and all supersets of any of
these pathways that involve the same catalyst and do not improve the score along one of the
measures; then we collect the (depth 1) Pareto optima among the remaining pathway/catalyst
pairs. By carrying out this procedure several times to a depth of 1 or 2, combined with deleting a
metal after its place in the ranking is determined, we will obtain a ranked list of good coking
pathway/catalyst pairs, together with its justification in terms of explicit coking pathways.

Generating pathways of increasing complexity. MECHEM’s task is to generate all the sim-
plest (fewest species or steps) mechanisms that can form the declared products or intermediates
from the starting materials, while respecting any user-specified constraints. (Here, the constraints
are that (1) only steps from our list of 164 elementary steps are allowed, and (2) the activation
energy of any directed step must be within 30 kcal/mol.) However, we need to generate not just
the simplest mechanisms, but all mechanisms over some range of complexity.

One reject-supersets approach to this problem was used earlier:® after finding N simplest
mechanisms, an artificial constraint is activated which rejects any future mechanism that con-
tains within itself any of the N previous mechanisms. At the next run the program will not stop
after finding the same N mechanisms, but instead will search for more complex mechanisms that
are guaranteed a degree of novelty with respect to the previous runs. The reject-supersets ap-
proach has a drawback, though. Consider the schematic pathway A —» X +Y, 2X — T, which
has four species, two steps, some maximum activation energy, and a cost in the starting material
of A equal to 2. No more complex pathway will be allowed to contain this two-step pathway, so
the three-step pathway A -» X +Y, 2X —» T, Y — X will never be considered, even though its
cost would be reduced to 1 from the previous 2. (Of course, the steps are increased and the
maximum activation energy could rise.) Thus, it is possible that we could miss a good pathway.

A second approach to the problem of generating more complex pathways is simply to reject
any future mechanism that contains exactly S species and R steps, where S and R describe the
last batch of pathways found. This more-complex-pathways approach avoids the cited drawback
of the reject-supersets approach, but suffers from a potential combinatorial explosion in the
number of pathways.

The entire procedure, while somewhat detailed, has been largely automated and is the same
from one reaction to the next.

RESULTS

We generated coking pathways by repeatedly using the more-complex-pathways approach until a
run generated over one thousand pathways; then we switched to the reject-supersets approach.
We continued collecting pathways up to a limit of seven species not counting CHy, CO,, and C.
The result was a total of 11678 pathways (all the computations were done in a few hoursona |
300 MHz, 64Mb laptop computer).

Each pathway was evaluated according to the four measures steps, species, energy, and cost
over each of the eight catalysts. As explained above, sometimes a pathway/catalyst pair gave rise
to two sets of scores, depending on whether pathway steps were allowed to have positive stoichi-
ometric numbers in the backwards direction. The total ensuing number of pathway/catalyst
scores was 99267.

The first three sets of Pareto-minimal pathways are shown below. Each step is annotated
with its activation energy, and following the listed metal are the scores: number of extra species,
number of steps, maximum activation energy barrier, and the minimum cos¢ in moles of starting
material that is stoichiometrically obtainable via the pathway.

Depth 0

1. CO,-[4.5]> 0+ CO

2. 2(CO)-[0.9]> CO, +C

Fe, species = 2, steps = 2, energy = 4.5, cost = 1
Depih 1

1. C0O,-[6.71>0+CO

2. 2(CO)-[6.4] > CO, +C

Ni, species = 2, steps = 2, energy = 6.7, cost = 1
Depth 2

1. CH,+ CO,-[8.1]»> HCOO + CH,4

2. HCOO-[3.2]»> OH+CO

3. CO,+OH—-{3.5]>HCOO+O
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4. 2(CO)-0.9)» CO,+C
Fe, species = 5, steps = 4, energy = 8.1, cost = 1

CH, + CO, —{8.1]> HCOO + CH,

HCOO -{3.2}-» OH+ CO

. 2(C0O)-{0.9]» CO,+ C

Fe, species = 4, steps = 3, energy = 8.1, cost =3
l. CO,-{12.77- O+ CO

2. 2(CO)-[39]>»CO,+C

Ru, species = 2, steps = 2, energy = 12.7, cost = 1

wWN =

We judged that Fe is the single best coking metal, because it possesses the best overall solu-
tion (at depth 0) and is backed up by two more pathways at depth 2 that, unlike the first solution,
make use of interactions between CH4 and CO,. The next step is to delete Fe from further con-
sideration and consider the seven remaining metals.

After Fe, the best catalyst appears to be Ni, which is followed in turn by Ru. After repeated
minimizations to some depth, followed by excluding from further consideration the metals which
we judged to be the next best, we obtained the results summarized below.

Take all metals

Depth Q: 1 Fe pathway = Depth 1: 1 Ni pathway = Depth 2: 2 Fe and 1 Ru pathways

Conclude: Fe is best. Exclude Fe

Depth 0: 1 Ni pathway = Depth |: 3 Ruand 1 Rh pathways => Depth 2: 18 pathway/catalyst pairs (5 Ni)
Conclude: Ni is best after Fe. Exclude Fe, Ni

Depth 0: 3 Ru and 1 Rh pathways

Conclude: Ru is best after Fe, Ni. Exclude Fe,Ni,Ru

Depth 0: 23 pathways (9 Ir, 8 Pd, 6 Rh)

Conclude: Ir, Pd, Rh are best after Fe, Ni, Ru. Exclude Fe, Ni, Ru, Ir, Pd, Rh

Depth 0: 10 pathways (8 Pt, 2 Cu)

Conclude: Pt, Cu are the two worst

Our overall ranking of metals based on this detailed analysis of coking pathways is: Fe > Ni
> Ru > Rh ~Ir ~ Pd > Cu ~ Pt. Thus, according to the available elementary steps and activation
energies, Fe and Ni favor coke formation the most, and Cu and Pt the least.

DISCUSSION

Comparison of results with literature. Coke deposition on metals from both CH4 and CO; or
their mixtures is a very complex process.'>'* Catalyst resistance to coking strongly depends on
the nature of the support'>'® and promoters,'”"® which is one reason why direct comparisons of
coking for various transition metals have not been carried out. Another reason is that noble met-
als are expensive and industry prefers to use promoted nickel catalysts instead, which are the fo-
cus of most studies. So, there is scarce experimental precedence for comparing our predictions to
empirical results.

The only reliable qualitative conclusion about carbon deposition in CO; reforming of meth-
ane that we are able to discern from numerous experimental investigations. is that the noble met-
als gPd, Rh, Ru, Ir, and Pt) are generally less susceptible to coke deposition then Fe, Co, and
Ni."” Our findings are in complete agreement with this pattern, as well as with the data that sta-
bility of carbides decreases from iron to nickel, with copper carbide unknown.?

Interestingly, Trimm® discusses an activity pattern Fe > Ni > noble metals for steam re-
forming that is consonant with our results and with the cited pattemn of Arutyunov and Krylov."
This consonance supports the Rostrup-Nielsen conjecture that the steps of both mechanisms are
similar.?!

Limitations. We have not considered coke removal, only its formation. The data on activa-
tion energies® suggest that the coke-removal rate must be very high: the activation energies for
the step CO; + C — CO + CO are zero for Cu, Ni, Pd, Pt, Rh, and Ir, 1.1 for Ru, and 6.1
kcal/mo! for Fe. The Pareto-minimal pathways show that the highest energy barriers among coke
formation steps are usually higher. Thus, the lowest (most competitive) energy barrier of the Pa-
reto-minimal pathway at depth 0 is 4.5 kcal/mol. This suggests that coke formation is competi-
tive with coke removal only on Fe (4.5 vs. 6.1 kcal/mol), whereas coke is removed faster than it
is formed on the other metals. This obviously contradicts the common knowledge that on Ni,
coke is formed faster than it is removed, which is why promoters are used in Ni-based catalysts.
Assuming that relative activation energies are a satisfactory heuristic guide to the relative rates of
steps, we conjecture that carbon polymerization on the surface and carbon-metal phase forma-
tion are faster processes than coke removal. Thus, the monoatomic carbon formed in our coking
pathways is consumed by these fast, undesirable processes. So, the more that a pathway/catalyst
pair favors coke formation, the more chances that the catalyst will be poisoned with coke.

We did not consider adsorption/desorption steps, which may slightly affect the result.
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We are considering only the formation of monoatomic surface carbon, and not the solubility
of carbon in the bulk of the metal. The available information on the solubility of carbon in metals
somewhat correlates with our ranking of metals: Fe > Ni > noble metals'® and Rh >Pd >Ru > Ir >
Pt (maximum solubility data)®. Also, the data reported by Hei et al.* were calculated at zero
coverage and we inherit this limitation. A future step will be to re-calculate all the data at higher
coverages and refine current data.

Of course, real catalysts are more complicated, due to nonzero surface coverage effects,
formation of various carbon-metal phases, carbon dissolution in the bulk, diffusion processes,
transformations of monoatomic carbon into polymeric carbon and vice versa, and so on. How-
ever, to the extent that some of these complicating effects can be captured in the formulation of
clementary steps and their energetic barriers, our method will be able to accommodate them.

Finally, we also neglected preexponential factors and did not try to simulate the kinetics of
any of these pathways. Further step will be to estimate preexponential factor using transition
state theory.

CONCLUSIONS

We have proposed the combinatorial generation of pathway/catalyst pairs, screened for concise-
ness, energetics, and stoichiometry, as a computational method for ranking alternative catalysts
with respect to a given target property, here, coking in CO; reforming of methane. The input to
the method is a list of possible elementary steps and their energetics, and the output is a ranking
of catalysts augmented with pathway-oriented justifications for the ranking. Rankings and path-
ways such as these can complement other approaches to catalyst design, e.g., those whose as-
sumed starting point is a serviceable reaction mechanism.

We also started the work on the future use of this method for the ranking of metals in the
main reaction: CO; + CHy — CO + H; and on improving the selectivity and activity criteria. One
of these criteria is based on the calculation of the apparent activation energy as a function of the
surface coverages for intermediate species. Preliminary results of this work show that Ir, Ru, and
Rh are best among eight catalyst considered here. Cu, Pd, and Pt are worse than others. Fe and
Ni hold an intermediate position.

Our findings on metal catalyst coking for CO, reforming are relevant to steam reforming
since the list of steps is largely identical for both processes.”
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INTRODUCTION

Motivation. This work reports on a system for the Magnetic Imaging of FCC Feedstocks, acronym
MIFF, that is being devised to model the fundamental chemical aspects of their cracking kinetics and
product slates. It is motivated by the need to engineer, and predict the performance of, fluidized cat
crackers using modern catalysts to crack ever heavier feeds at ever increasing reaction severities and
gasoline selectivities under ever closer environmental scrutiny. NMR imaging adds a unique dimension
to FCC feed characterization because of its intimate relation to molecular topology. Thus acid catalysts
can crack virtually all the C-C bonds in hydrocarbons except those either within or adjacent to aromatic
rings and NMR can directly detect these uncrackable sp2-hybridized aromatic core carbons and their
adjacent sp3 benzylic carbons, providing the asymptotic extent to which a feedstock can be cracked and
proffering insights into the structures of the product fragments.

Background. Of the voluminous literature on NMR applied to hydrocarbon mixtures, the present work
has most been influenced by the classic papers of Knight (1967), Shoolery and Budde (1976) and
Deutsche, Jancke and Zeigan (1976), specific articles by Ladner and Snape ((1978), Gillet et al (1981),
Netzel et al (1981), and especially Cookson and Smith (1985, 1987), and the texts by Stothers (1972),
Breitmaier and Voelter (1987) and Croasmun and Carlson (1994). Earlier efforts relevant to FCC feeds
include Bouquet and Bailleul (1986), who used the methods of Cookson and Smith (1985) to assay
carbons by their attached protons; Mauleon et al (1987), who devised a coke factor from carbon
aromaticity; and a recent note based on the present work (Kim et al 1998) which applied NMR to
enhance conventional and mass spectrometric characterizations.

MIFF SYSTEM

Figure 1 schematically depicts the three facets of the MIFF system, sample preparation, NMR
experiments, and data analysis. In sample preparation, internal standards are gravimetrically
incorporated into the FCC feedstock oils, typically VGOs and ATBs, to enable precise analysis and
interpretation of the NMR experiments. Three internal standards are used, namely, deuterochloroform
CDCI3, as oil solvent and spectrometer lock; dioxane, C4H802, abbr DIOX, to assist in spectral
integrations; and tetramethylsilane, Si(CH3)4, abbr TMS, as a spectral frequency reference. The primary
NMR experiments performed provide quantitative C13 and HI spectra, the spectral regions and
individual resonances observed therein being identified and interpreted by additional 1-D and 2-D
procedures that include DEPT, COSY, HETCOR, and HMQC. Spectral data are analysed in two trains,
according to either their integral regions, abbr IR, or their canonical groups, abbr CG. In the IR train, the
observed spectra are parsed into more or less coarse regions, each comprizing chemically similar sorts of
atoms. The IR train accounts for 100% of feedstock atoms and provides useful overall parameters, such
as the percent of feedstock atoms, either carbon or hydrogen, that are aromatic. In the CG train, certain
groups of spectral peaks that arise from atoms belonging to particular molecular moieties are recognized,
particularly those in n-alkane straight chains and in 2-, 3-, 4-, 5-, and interior-methy| alkane branched
chains. The CG train thus provides high-level quantitative information about certain molecular species;
however the sum of identified species is but a fraction of the total, typically amounting to ~ 40% of
feedstock atoms. Outputs from the coarse but complete IR train and the fine but fractional CG train are
shown in‘the bottom row of Figure 1. The IR train provides carbon and hydrogen aromaticities, as well
as more detailed regional data, and thence hydrogen atom counts, and thermochemical information. The
CG train detects n-alkane content and chain length, as well as the contents of a variety of methyl-alkane
moieties. Both trains are combined to form a set of NMR groups that characterize the feedstock. .

NMR EXPERIMENTS

13-C. Figure 2 shows the 13-C NMR spectrum of a VGO feedstock called V2 in Table 1 (infra). The
position of a peak on the x-axis, its resonance frequency or chemical shift, ¢, in units of ppm relative to
TMS, is indicative of C atom type, whiie peak height on the y-axis, its absorption intensity, i, with
arbitrary units, is roughly proportional to the abundance of such C atoms in the sample. Precise carbon
atom amounts are obtained from peak integration, these integrals being the five continuously increasing
stepped segments in the figure, their c-domains and magnitudes being noted below the abscissa. The
major spectral regions observed are:

Region c (range) C-atom type

TMS 0.0 methyl carbons in TMS

Cal 10-'52 aliphatic carbons in feedstock, sp3 hybridized
DIOX ~67 methylene carbons in DIOX

CDCI3 ~78 triad C in CDCI3 solvent

Car 112-150 aromatic carbons in feedstock, sp2 hybridized
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The wide separation between the regions of aliphatic and of aromatic carbons is noteworthy, allowing
unambigyous delineation of these two broad categories; the integrals corresponding to these regions
provide the carbon aromaticity Car = 16.8%. Further demarcations shown below the spectrum, called
Cumulative Integral Regions, sort carbon atoms into categories with the following approximate chemical
interpretations: Carqt is aromatic quaternary, which are inherently of two kinds, either fused ring
junction or substituted, not distinguished here; Carpi and Carpo are both aromatic protonated, the i and o
being subtle distinctions between them; the sum Car(qt+pi+po) = Car. Among aliphatic carbons, Calhs
is aliphatic highly substituted, Calbr is aliphatic branched (single substitution, such as methyl), Calch is
aliphatic chains, mainly CH2, and Calme is aliphatic methyls, all CH3. Many additional individual
spectral regions can be distinguished in Figure 2, and these have been labelled beside their principal
peaks as follows: Regions B, D, H, and G (two tall peaks at ¢ ~30) respectively contain the carbon atoms
C1, C2, C3, and (C4, C25) in linear n-alkane chains. Region C contains mainly methy! groups, pendant
on a variety of alkane, cyclo-alkane and aromatic structures. Regions E and F contain carbon atoms in
CS- and Cé-cyclo-alkane rings, as well as C2 in 2-methyl-alkanes. Regions A, 1, J and K contain carbon
atoms from branched (iso-) alkanes. Peaks of the n-alkane moiety in regions B, D, H, and G, called a
Canonical Group, reveal the present VGO to possess an n-alkane chain content of 17.1 C atoms per 100
C atoms of feedstock, with an average chain length L = 7.8, that is, for every set of terminal n-alkane
atoms (C1, C2, C3), there are 4.8 interior n-alkane atoms (C4, C>5).

1-H. Figure 3 shows the 1-H NMR spectrum of VGO feedstock V2. The x-axis is resonance frequency,
or chemical shift, h, in units of ppm relative to TMS, indicative of hydrogen type, while the y-axis is
absorption intensity, i, with arbitrary units, approximately proportional to the abundance of such
hydrogen atoms in the sample. Accurate hydrogen amounts are obtained from integrals of peak
intensities, seen as four continuous stepped lines in the figure, their h-domains and numerical magnitudes
noted below the abscissa. The 1-H spectrum has the following regions:

Region(s) h (range) H-atom type

™S 0.0 H in methyls of TMS

Hgam, Hbet, Hbzy 04-32 aliphatic H, attached to sp3 hybridized C atoms
DIOX ~3.65 H in methylenes of DIOX

Har 6.5-9.2 aromatic H, attached to sp2 hybridized ring C atoms

The wide separation between the regions of aliphatic and of aromatic hydrogens is noteworthy,
permitting their unambiguous delineation, and providing the hydrogen aromaticity Har = 4.1%. The
Cumulative Integral Regions, shown below the spectrum, have the following approximate chemical
interpretations. The aromatic H region is subdivided into Hart, Hard, and Harm, with sum Har(t+d+m) =
Har; of these, Harm contains H atoms from all aromatic rings; Hard contains H atoms from > 2- but not
from 1-ring aromatics; and Hart contains H atoms from > 3- but not from < 2-ring aromatics. Next,
Hbzy are benzylic H atoms, attached to aliphatic C atoms bonded to aromatic rings; Hbzy thus reflects
the degree of aromatic ring substitution. Of the two broad benzylic peaks in the spectrum, ol is mainly
H atoms on methyls pendant on mono-aromatic rings, while o2 contains a host of other benzylic
hydrogens. Hbet are H atoms attached to aliphatic C atoms bonded to other aliphatic C atoms; region
Hbeta, with huge peak P}, is primarily H atoms in the methylene CH2 units of alkyl chains, while Hbetb
includes H atoms on CH (methine) and CH2 (methylene), the peaks Bl, 32 including H atoms on
alicyclic rings. Hgam, with large twin peaks v, are H atoms in aliphatic methyls CH3.

2-D HETCOR. Figure 4 is a 2-dimensional contour plot showing the islands in an H-C atom correlation
spectrum of VGO feedstock V2. The HETCOR experiment, described by Gray (1994), is the equivalent
of recording full 1-H spectra, such as shown in Figure 3, at each of a myriad slices of a 13-C spectrum,
such as shown in Figure 2. A correlation island at chemical shift coordinates [c, h] represents a carbon
of shift ¢ connected to a hydrogen of shift h, with island cross-section (actually, its peak height and
volume) crudely related to the abundance of the correlated atoms in the feedstock. In Figure 4, with
abscissa (F2 axis) ¢ and ordinate (F1 axis) h, the large lens-shaped island #3 at coordinates [c, h] = [14.2,
0.89] arises from the H and C atoms in the terminal methyl group of an n-alkane chain and is so labelled.
Numerous other islands are also visible in the figure, with those that have been chemically identified
being labelled in three rows respectively representing methyl CH3, methylene CH2, and methine CH
carbons. [dentified islands belong to the following Canonical Groups: n-alkane (C1, C2, C3, C4, C25), 2-
methyl alkane (CI, C2, C3), 3-methyl alkane (C1, Me, C3), 4-methyl alkane (C1, C3), and interior-
methyl alkane (Me, Cj(unction)). The present HETCOR spectrum had a dynamic range, that is, the ratio
of tallest peak height/noise level, of 615, and the 30 islands in Figure 4 resulted from a contour threshold
about 3 times higher than the noise level. Decreasing the threshold to 1.5 times noise resulted in 58
islands, of which 23 could be identified, revealing the additional moieties: 4-methyl alkane (C1, C2, C3,
C4), 5-methyl alkane (C2, C4), interior-methyl alkane, including phytyl, (Me, Cj, Cj+1, Cj+2, Cj+3),
alkyl-cyclo-C6-alkane (Me, Cr(ing)), and alkyl-benzene (C3).

RESULTS
_Table 1 presents data from both conventional and MIFF characterizations of six representative FCC
feeds, four VGOs V1 to V4 and two ATBs Al and A2.

Conventional properties include gravity, Conradson carbon residue, and elemental assays of H, C, S, N,
from which H elem, H atoms/100 C atoms, has been calculated.

MIFF data, from top to bottom, show results from the IR and CG trains; for samples run in duplicate,
average values and an estimate of their experimental uncertainty are both quoted. Among IR train C13
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data, the two rows labelled diox/oil are the ratios of carbon atoms in the dioxane internal standard to
those in the oil; the gravimetric row was calculated from sample preparation and elemental assays while
the spectral row is independently derived from the regional integrals of the experimenta! spectra.
Agreement between these internal standard ratios is a stringent test of C13 NMR data fidelity. The next
row, Car, and then the next seven rows, called CIRs for Cumulative Integral Regions, provide a
breakdown of feedstock carbon atom types, as percentages. CIRs are so named because each is the
accumulation of Detailed Integral Regions, DIRs, which represent the finest parsing of spectral
integrals. The chemical significance of Car and the CIRs was earlier considered in connection with the
13-C NMR spectrum in Figure 2. The last row, H count, H /100 C, is derived from the DIRs by
summing the products of DIR amount times the number of H atoms per C atom of the type contained
therein. Data from the IR train HI are analogous to those from the IR train C13, with two diox/oil rows,
gravimetric and spectral, followed by Har and then seven CIRs, whose chemical significance was earlier
considered with the 1-H NMR spectrum in Figure 3. Finally, the first row of the CG Train C13 provides
the average chain length of n-alkane moieties in the feedstock, Lna in C atoms. The second and third
rows of the CG train respectively provides the percentages of C atoms in n-alkane moieties Cna, and in
methyl-alkane moieties Cma, the latter comprizing 2-, 3-, 4-, 5-, and interior-methyl substituted alkane
chains. These are used, along with Car from the IR train, shown again in the fifth row, to form a final set
of 4 NMR-derived canonical groups for each feedstock. The group Ccs in the fourth row, comprizing
cyclic and highly substituted aliphatic C atoms, is a (large) remnant obtained from Ccs = 100 - Cna -
Cma - Car.

Dioxane/Oil Ratios. Figure 5 compares the internal standard ratios of dioxane to oil D/O,g from the
gravimetric sample preparation procedure to those derived from spectral integration D/O,s. Data from
C13 and HI spectra are respectively differentiated by large solid and small hollow symbols in the plot
and by suffixes ¢ and h in the legend. Linear regression of these data, shown by the dashed line in the
figure, yields:

(El) D/O,s=(0.00£0.01) + (1.08+0.06) D/O,g.

The present NMR integral measurements are aecurate to within 8% absolute, wnth a precision of £6%
relative to one another. Such quantitative fidelity is a tribute to modern NMR spectrometers, which can
evidently excite and detect diverse kinds of C and H atoms in the feedstock over wide frequeney ranges
on both sides of the C and H atoms in the dioxane internal standard.

MIFF Maps. MIFF data in Table 1 provide an aromaticity map, Car vs Har, and an n-alkane chain map,
Cna vs Lna, of relevance to FCC performance as discussed in the next section. The aromaticity map
showed Har = 0.3 Car, from which, using feedstock H content ~ 172 H/100 C, there are typically 51
aromatic H atoms/100 aromatic C atoms, that is, 51% of the aromatic carbons are protonated. The other
49% of the aromatic carbons must therefore be quaternary, and from the benzylic H atoms we estimate
19% of these to be substituted, so the remaining 30% are fused, at ring junctions. The n-alkane chain
map showed that VGO and ATB feedstocks typically possess [Cna, Lna] = [1743, 9+1], with the highest
observed content Cna = 40 and the longest L = 12, N
Carbon Atom Groups. The upper panels of Figure 6 present NMR-derived carbon atom groups as pie
charts for feedstocks Al and V4. Each pie has four slices [Cna, Cma, Ccs, Car], respectively the
percentages of n-alkane, methyl-alkane, alicyclic + highly substituted, and aromatic carbon atoms in the
feedstock. The variations in pie slices between Al and V4, the former containing more n-alkanes and
possessing the lower aromaticity, anticipate differences between their performances in FCC units. By
way of comparison, the lower panels of Figure 6 show mass spec-derived data for each of Al and V4,
using the high-resolution electron impact methods described by Fisher (1986, 1990). Mass spec data are
compressed into four groups of decreasing Z-numbers [Wpar, Wcyp, Wmono, Wdihi], respectively the
weight percentages of paraffins, n- and iso- (Z = 2), cyclo-paraffins, mono-, di-, tri- and higher (0 > Z > -
4), mono-aromatics (Z = -6), and di- and higher-aromatics (Z < -8). The preceding characterizations
differ fundamentally in that NMR distinguishes individual atoms by their bonding environment, without
regard for the host molecules they inhabit, whereas mass spectrometry distinguishes whole molecules
within homologous series of formula CyHop+7. By joint use of the MIFF and mass spec pies we can
ascertain  (Wmono + Wdihi - Car), the aliphatic carbons associated with the aromatic core earbons,
which respectively amount to 16% and 29% for Al and V4, rather larger than Car itself. The methyl-
alkane group Cma of MIFF has no analogue in mass spec data because the latter does not distinguish n-
from iso-paraffins, both having the same Z = 2. Finally, it is curious that, despite their different chemical
origins, the n-Alkane content Cna from MIFF and the paraffin content Wpar from the mass spee are
numerically within = 2% of one another for each of Al and V4, and this rough equality between Cna and
Wpar also holds for all the other oils in Table 1.

MODELLING FCC PERFORMANCE

Theoretical Basis. Figure 7 depicts the possible relation of our NMR-derived characterizations of a
feedstoek to its FCC performance, comprizing conversion kinetics and products, using data for oil V4.
MIFF groups [Cna, Cma, Ccs, Car} = [19.7, 8.8, 54.2, 17.4] are shown in the uppermost ribbon, with
segments proportional to their respective abundances. IR train HI data were used to slightly elaborate
Car and Ccs, with aromatic core C atoms classified by their ring sizes, mono-, di-, and tri-+higher, and
the benzylic C atoms pendant upon such rings shown as a (small) subset of Ccs. The kinetics of cracking
the MIFF groups under acid-catalysed conditions with carbenium ion intermediates are depicted in the
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second ribbon from the top, based on the works of Nace (1969), Venuto & Habib (1979), and Pines
(1981). N-alkane chains, comprizing mainly secondary carbons, are amenable to acid cracking, but with
modest kinetics that are further a function of chain length; methyl-alkanes and most of the alicylic +
substituted group crack rapidly, on account of reactive tertiary carbons within them; the entire aromatic
core group and the benzylic portion of the Ccs group are not cracked at all. The third ribbon depicts
potential products from complete conversion of the feedstock by acid-catalysed cracking only. Gas +
gasoline products arise from n-alkanes, methyl-alkanes, alicyclic + substituted carbons excluding the
benzylic di- and tri- segments, and mono-aromatics. Light cycle oil LCO is related to the di-aromatic
group and to the benzylic carbons attached to di-aromatics, while decant oil + coke DO+C is associated
with tri- and higher aromatics and their benzylic carbons. For the present feedstock V4, MIFF data
provide potential product yields of [GG*, LCO*, DO+C*] = [85.4, 6.7, 7.9] C/100 C. Actual product
yields from FCC of V4 at commercial conditions are shown in the bottom ribbon, being [Gas, Gasoline,
LCO, DO, Coke] = [20.4, 43.7, 19.2, 11.6, 5.1] wt%. The actual yield of gas + gasoline = 64.1 is
appreciably lower than the asymptotic maximum GG* = 85.4 inferred from MIFF, with the actual yields
of LCO and DO+Coke correspondingly higher than the asymptotic LCO* and DO+C*. These
differences reflect both kinetic constraints on conversion as well as the operation of additional catalytic
reaction paths, such as hydrogen transfer and polymerization, in paraltel with the dominant acid cracking
path.

Decant Oil + Coke Yields. As an example of how MIFF parameters might be employed to model the
yields of FCC products, Figure 8 is a 3-dimensional plot of observed DO+Coke yields, wt%, on a MIFF
aromaticity map of Har, H/100 H vs Car, C/100 C. The data can be seen to ascend from the origin at
near lower left roughly along a diagonal toward the far upper right. A projection of the observed
relationship on the x-z plane reveals that DO+C ~ 0.9 Car, about twice as large as the theoretically
expected from the parameter DO+C* computed in Figure 7.

Overall Cracking Kinetics. The overall kinetics of feedstock conversion in the riser of an FCC unit
have been considered by Weekman & Nace (1970) whose model, with Voorhies' (1945) expression for
coke deposition on the catalyst, can be used to derive the overall cracking rate constant ko from
operating conditions and observed conversions. The observed ko are then normalized to standard
residence time tres s and temperature T K to provide an apparent cracking rate constant ko*
characteristic of the feedstock. Figure 9 is a 3-D plot of ko* on a MIFF n-alkane chain map of Lna, C
atoms, vs Cna, C/100 C, for four FCC feeds, two each VGOs and ATBs, that possessed roughly the same
specific gravities, SG = 0.903 % 0.004, and carbon aromaticities Car = 15 £ 1. Three of these feeds, with
chain lengths 8.6 < Lna < 10.1 and n-alkane contents 18 < Cna < 40, exhibit ko* = 0.15, whereas the
fourth, with Lna = 10.6, Cna = 33 has an appreciably lower ko* = 0.10. These data imply that feedstock
conversion kinetics may be retarded by n-alkane chains longer than a critical Lna* ~ 10.3. More
extensive data are needed to verify and define a critical (Lna*, Cna*, ko*) surface for kinetic retardation,
though it is interesting that Nace (1969) reported the cracking kinetics of pure n-alkanes to reach a
maximum at Lna = 8 (hexadecane) and then decline for longer chains.
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TABLE 1. Conventional and MIFF Characterizations of Representative FCC Feedstocks.

Oil

CONV DATA

APl deg

SG 15.6C
CCR wt%
Elemental Assay

H wt%

C

S

N

Helem H/100C
MIFF DATA

IR Train CI13
diox/oil  gravimetric
diox/oil  spectral
Car ~ C/1o0C
CiRs

Carqt

Carpi

Carpo

Caths

Calbr

Calch

Calme

Hcount H/100C
IR Train H1

diox/oil  gravimetric
diox/oil  spectral
Har H/100 H
CIRs

Hart

Hard

Harm

Hbzy

Hbetb

Hbeta

Hgam

CG Train C13

Lna atoms
Groups  C/100C
Cna n-Alkane
Cma Me-Alkane
Ces Cyc+Sub
Car Arom Core
Sum

* Gravimetric dioxane/oil ratios were varied six-fold for samples of oil V3.

Vi
26.8
0.894

12.91
86.63
0.44

177.6

0.116
0.113

182.1

0.130
0.128

43

8.1

18.2
8.8
60.6
12,5
100.0

V2

24.0
0.910

12.50
86.28
1.03
0.19
172.6

0.114
0.104

16.8

7.8

17.1
7.8
58.3
16.8
100.0

Al

25.5
0.901
2.62

12.94
86.60
0.50
0.20
178.0

0.141

0.156

14.8

178.9

0.159
0.165

35

10.6

32.6
8.1
44.5
14.8
100.0

+ 0.000
+ 0.000

+ 0.6

+ 0.0
+ 0.0
+ 0.5
+ 0.2
+ 02
+ 0.2
+ 0.0

+ 04

+ 0.000
+ 0.003

+ 0.2

+ 0.2
+ 0.1
+ 0.0
+ 0.3
+ 0.6
+ 0.1
+ 0.5

+ 0.0
+ 1.0
+09

+ 1.3
+ 0.6

850

A2

25.1

0.903

2.96
12.54
87.08

0.28
171.6
0.141
0.15]

15.8

515
11.6

174.3

0.164
0.163

42

10.0

28.9
1.2
44.1
15.8
100.0

V3

20.6
0.930
0.42

12.14
85.52
2.22
0.20
169.1

0.024
0.027

24.9

8.2

16.4
8.2
50.5
24.9
100.0

V4

23.4

0.914

0.27

12.47

86.65

0.98

0.11

171.5

* 0.143 0.094
* 0.163 0.104
+ 0.7 174
+ 0.9 82
+ 0.1 2.4
+ 03 6.8
+ 0.0 6.8
+ 0.5 184
+ 0.4 43.8
+03 13.7
+ 1.1 171.7
* 0169 0.110
* 0.197 0.120
+ 1.0 5.8
+ 0.6 1.1
+ 03 2.0
+ 0.1 2.7
+ 1.3 4.0
+33 83
+ 1.1 53.3
+2.5 28.7
+ 0.0 89
+ 0.1 19.7
+ 0.1 8.8
+ 0.9 54.2
+ 0.7 17.4
100.0

+ 0.000
+ 0.005

+ 0.1

+ 0.6
+ 0.2
+ 0.7
+ 0.9
+ 0.5
% 1.2
% 0.1

+ 03

+ 0.000
+ 0.003

+ 0.2

+ 0.2
+ 0.1
+ 0.0
+ 0.1
+ 03
+ 0.1
+ 0.1

+ 0.0

+ 1.4
+ 0.1
+ 14
+ 0.1
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MAGNETIC IMAGING OF FCC FEEDSTOCKS
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Fig. 1. Magnetic Imaging of FCC Feedstocks.
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Fig. 3. Annotated 1-H NMR Spectrum of a VGO Feedstock.
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Annotated 2-D HETCOR Spectrum of a VGO Feedstock

F1
tpomt] 2Me-AlK IMe-Alk 3Mo-A 4Me-AK Ak 3Me-s
1 Me Me Ct 1 c1
0.8 '—|
B 1. . B
0.99 4
1.0 2Me-Alk 4Me-Alk nAK mAJK Ak 1
o3 c3 C3 casce c2
1.1 r—‘,
Vem ! N
1.27 - ) "
ol
1.35 b -
|
1.47
53 [ u
1.69 Ci cz
IMo-A iMe-AlK 2Me-Alk
1.7
1.8
1.97
2.0
i
]
e e s st el By e M e Wi st b s ]
40 38 36 34 32 30 28 26 24 22 20 18 16 14 12 10
2 (ooal

psvirk 99-05-30

Fig. 4. Annotated 2-D HETCOR Spectrum of a VGO Feedstock.
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Relation of NMR-Derived Feedstock
Characterizations to FCC Performarice.

Advanced MIFF Groups

nAlkane MeAlk Alicyclic + Substifuted 7 mo di tri+
Benzylicmdt  Aromatic Core

Cracking Kinetics -

k ~ f(chain length) k ~ fast Not Cracked
Potential Products
[ || [ |
|
Gas + Gasoline ~” GG LCO DO+
LCO DO+C Coke
Actual Products ’

l | |

Gas Gasoline LCO | DO Coke
Sample: v4 psvirk
Range: vgo 99-05-30

Fig. 7. Relation of NMR-Derived Feedstock Characterizations to FCC Performance.
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MODELING OF REACTIVITY OF LEWIS AND BRONSTED SITES

Dan Fircagiu

Department of Chemical and Petroleum Engineering, University of Pittsburgh, 1249 Benedum Hall,
: Pittsburgh, PA 15261

It is generally considered that the coordinatively unsaturated sites (cus) responsible for the catalytic
properties of active aluminum oxide consists of tri- and pentacoordinated aluminum atoms. The remaining
possibilities, hexa- and tetracoordinated aluminum atoms, are considered coordinatively saturated and,
therefore, unreactive. A careful NMR investigation has evidenced, however, only tetra-, penta-, and
hexacoordinated aluminum atoms in alumina and in the intracavity material of steamed zeolites. No
measurable amount of tricoordinated sites was found.' Even if vanishingly small concentrations of
tricoordinated aluminum are present, it is difficult to assign all catalitic activity to them.An examination of the
relative reactivity of various sites on alumina was, therefore, in order. )

The isotope exchange between D, and the protons of the solid is a good model reaction for the
reactivity of sites on alumina.? Theoretical modeling of the hydrogen chemisorption on alumina was attempted
before by both semiempirical® and ab initio calculations,* at a rather low level of theory. One study considered
only tricoordinated sites,* the other looked at pentacoordinated sites as well and concluded that they were
inactive.”* The aluminum sites were modeled by the simple clusters AI(OH); and Al(OH);.* It was not clear
from the paper*® whether the species considered was the dianion AI(OH)SZ' or a dioxidized, electrically neutral,
species of the same formula, but neither of them appears to us to be a good choice.

We considered the reactivity of electrically neutral single clusters, (HO); A1(OH,),, containing tri- (1,
x = 0), tetra- (2, x = 1), and pentacoordinated (3, x = 2) aluminum atoms. Thus, no unnatural, oxidized species

was used. The full reaction profile for dissociative hydrogen chemisorption was studied (Eq. 1).

t
H-H H,0
H-H (Ho;:AI;I( oty Ho; Al(-H)(OH,), M
(HOBAIOHy,  (HOWAIOHY), HO
1 4 10 7 (x=0)
2 5 11 8 (x=1)
3 6 12 9 x=2)

As the first step, the physisorbed complexes 4 (x = 0), 5 (x = 1) and 6 (x =2) were examined. Their

reaction to form the chemisorbed complexes, 7, 8, and 9, was mapped to determine the transition structures
(10, 11, and 12) and the comesponding energies (Eys), which measure the energy barriers for the exchange.

The ab initio calculations were conducted with the program Gaussian 94,” in the manner described
previously.® All geometry optimizations were conducted with electron correlation with the MP2 method” or
with the DFT-B3LYP® method. The 6-31G*, 6-31-G**, 6-31++G**, 6-311G** and 6-311++G** basis sets
were used.

For the tricoordinated aluminum system (x = 0), the geometry of the starting cluster was obtained by
the optimization of the species (HO);A1(OH ,) (2) and removal of the extra water molecule, on the idea that
aluminum oxide surfaces are formed by calcination of hydrated forms. In one approach (A), the angles around
the aluminum atom were then frozen as in the hydrated cluster and the other geometrical parameters of the
dehydrated cluster were optimized. Alternatively (B), the rigidity of the solid was simulated by freezing the
hydrogen atoms in their positions in the hydrated cluster and then optimizing the central part of the cluster (the
Al(-0O-); group) after the remov.al of the extra water. The complexes with physisorbed and chemisorbed
hydrogen were optimized in the samé way. The reactions of tetra- and pentacoordinated aluminum clusters

were studied without any constraints on the geometry.
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The calculations predicted the hydrogen chemisorption to be endothermic in all cases, the order being
E(x=0)< E(x = 1) < E(x = 2). For x =0, the calculation by the approach B gave a much lower endothermicity
for the chemisorption than the approach A. The energy barriers for chemisorption were similar, however, for
the 3PPPOBChés A and B. Their variation with the coordination number of the aluminum atom was Er (X = 0)
< Ers(x = 1) < E;4(x = 2). Reaction coordinate tracking indicated that chemisorption occurs through the
interaction of H, with the Al atom, therefore it is a catalysis by a metal ion. A three-center bond involving the
aluminum and the two hydrogens is formed, after which one of the hydrogens migrates to an adjacent oxygen
atom. the transition state is located along this hydrogen shift.. B3LYP éalculations give results in reasonable
agreement with the MP2 calculations, attesting to the appropriateness of the DFT method for this type of
structures.

The calculations indicate tetracoordinated aluminum sites to be catalytically active. As these sites are
usually in higher concentration than the pentacoordinated sites and are intrinsically much more active, they

should be considered the catalytic sites on active alumina.

The second type of acid sites on solid surfaces, the Brgnsted sites, are most often characterized by
neutralization with a probe base and examination of the product by spectroscopic methods or measurement
of the thermal effect of this interaction.’ Pyridine (Py) and its _derivatives have long been used as probe bases.
Comparison of pyridine with 2,6-disubstituted pyridines was proposed to distinguish Lewis from Brgnsted
sites.' The application of the highly crowded homolog, 2,6-di-tert-butylpyridine (DTBP) was proposed to
distinguish between sites on the outer surface and sites inside cavities or channels.'

It has been pointed out that all types of ionic reactions on solid surfaces must occur through the
intermediacy of tight ion pairs.®'? Thus, the reaction of Py forms PyH*.A" tight ion pairs, where A" is the
anion of the acid site. The direction of adsorption should be the one which maximizes the hydrogen bonding
interaction, that is with the N*-H perpendicular to the surface (sideways adsorption).A complete analysis of
the thermodynamics of protonation in the gas phase and in water solution led to the conclusion that DTBPH*
also forms hydrogen bonds at nitrogen.'?

The line-shape of the NMR signals of protons bonded to nitrogen in pyridinium (PyH*) and di-tert-
butylpyridinium ions (DTBPH") in solution indicated a significant difference in their rates of longitudinal
relaxation (R,), the former ion relaxing the slowest. Computer modeling showed that the ratio of relaxation
rates is 10-20. A significant difference between the.relaxation times (7, = 1/R,) for the carbon atoms in f§ and »
y position (4.71 and 4.75sec for PyH", 0.55 and 0.79 sec for DTBPH") was observed as well. The different
positions in the molecule of the N-H group and of those two carbon atoms indicate that the difference in
longitudinal relaxtion rates originates in a different rate of tumbling in solution, rather than a difference in the
electrical field gradient. Calculations of the comelation times for the relaxation of molecules considered as
ellipsoid-shape rotors in a medium of given viscosity indicate that the difference in size covers only a part of
the difference in tumbling rates (lower 1, for pyridine).The difference should come from specific interactions
with the solvent, most likely in the form of electrical double layers which have to be disturbed during the
rotation.

Differences between relaxation times for each individual ion in different acids were also observed. It
was established that the differences are not solvent effects, but are brought about by the change in anion. Thus,
in the same solvent PyH" relaxes slower, that is, tumbles faster, when the anion corresponds to a stronger acid.
The reason for this behavior is that in the salt of the weaker acid the ions are jon-paired and the rotation,
occuring éround an axis perpendicular to the N-H* bond, is hindered by this interaction.

The opposite effect is observed for the DTBPH cation: the salt of the weaker acid, which is present
in solution as jon pairs, tumbles faster (relaxes more slowly). This behavior can be rationalized by the anion
being situated in the ion pair along the axis around which the molecule rotates to produce the NMR relaxation,
that means, at the top of the ring. Therefore, no hydrogen bond N-H*~A" is formed for this cation, a finding

which contradicts the assertions of previous authors.”
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The same orientation should be encountered in chemisorption of DTBP on solid acids, that is with

the ring facing the solid surface containing the acid site.
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SYNERGISTIC EFFECTS OF HYBRID HYDROGEN DONORS
TOWARDS STABILIZATION OF PARAFFINIC JET FUELS
IN THE PYROLYTIC REGIME

John M. Andrésen, James J. Strohm, Michael M. Coleman and Chunshan Song*
Applied Catalysis in Energy Laboratory, The Energy Institute
The Pennsylvania State University, University Park, PA 16802
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ABSTRACT

The chemical interactions between n-tetradecane and the hybrid hydrogen donors
of benzyl alcohol and 1,2,3,4-tetrahydro-1-naphthol, and benzyl alcohol and
tetrahydronaphthalene have been studied. Compared to the use of a single
hydrogen donor, the hybrids resulted in synergistic effects towards reducing the
pyrolytic degradation of alkanes in jet fuels, resulting in an enhanced suppression
of the formation of free radicals.

INTRODUCTION

Future high performance jet fuels are expected to be thermally stable at

temperatures up to 900°F'. Commercially available aviation fuels are high in
paraffins, resulting in poor thermal performance due to their tendency to crack

under these pyrolytic conditions’. Hydrogen donors have been found to stabilize
the fuels by terminating the propagation of free radicals from the cracking

process3’ . The pyrolytic cracking of paraffins generates both primary and
secondary free radicals, where a certain hydrogen donor may favor the interaction
with only one type of free radical. This has been indicated previously, where the
effects of hydrogen donors, such as benzyl alcohol (BA) and 1,2,3,4-tetrahydro-1-
naphthol (THNol), on the product distribution of pyrolytic stressed tetradecane
were studied’. Benzyl alcohol was found to reduce the amount of n-alkane
cracking products, while THNol greatly reduced the I-alkene. This was
associated with the ability of BA to target primary radicals and, correspondingly,
the targeting of THNol towards secondary radicals. Accordingly, this paper
focuses on the potential of hybrid hydrogen donor for enhanced pyrolytic
stabilization of paraffinic compounds typical for jet fuels. Hybrids of benzyl
alcohol with tetrahydronaphthalene and 1,2,3,4-tetrahydronaphth-1-ol have been
studied, and their synergistic effect upon tetradecane has been characterized.

EXPERIMENTAL

The compounds used were n-tetradecane (TD, Aldrich 99%), benzyl alcohol (BA,
Aldrich 99.8%) tetrahydronaphthalene (THN, Aldrich 99%) and 1,2,3,4-
tetrahydro-1-naphthol (THNol, Acros 97%). Stressing of TD alone or in different
mixtures with one or two hydrogen donors, were performed for 30 minutes in a
fludized sandbath at 425, 450 and 475°C. A detailed description of the
experimental setup and analytical determination of the product distribution using

GC and GC/MS, has been reported elsewhere™”,

RESULTS AND DISCUSSION

The thermal stability of tetradecane, TD, during the pyrolytic stressing can be
expressed on the basis of the amount of TD remaining in the liquid over the
amount in the original mixture weighed against the liquid yield of the experiment.
This ratio is therefore normalized, and its enhancement when a hydrogen donor is
added, compared to that of the TD alone, indicates that the hydrogen donor is
indeed improving the thermal stability of the paraffinic compound. Figure 1
shows the remaining TD content over its initial concentration, stressed alone at
425, 450 and 475°C and its mixture with 0.5, 1, 3 and 5 mole%
tetrahydronaphthalene (THN). With increasing stressing temperature, there is a
dramatic decrease: in the TD remaining content with no THN added, from around
85 mole% at 425°C to 27 mole% at 475°C. When THN is added at 425°C, there is
a dramatic increase for the first mole% of hydrogen donor added up to 98% and it
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stays stable at this level with further increase in the THN content. As the
temperature is increased to 450°C, the TD remaining ratio for the TD stressed
alone has been reduced to 56%. Again, there is a sharp increase up to 70% after
only 0.5 mole% THN, and with further rise in the THN content, this ratio is slowly
but steadily increasing to above 80% with 5 mole% THN addition. Increasing the
temperature to 475°C, there is again a significant increase for the first half mole%
THN added, as for the previous temperatures. A slower but steady rise is observed
thereafter up to 5 mole% THN, reaching a TD remaining ratio of close to 50%.
Similar behavior for the single addition of BA and THNol with TD has also been

found’,

The GC traces of the liquid product distribution for TD alone and its mixture with
0.5 mole% THN, stressed at 475°C for 30 minutes, are plotted in Figure 2. As
expected, the TD peak is the dominant peak, accounting for a major part of the
total peak area. When no THN was added, as is the case for the top trace, a
significant part of the total peak area is taken by the products from the thermal
cracking of TD. To the left of the TD peak there are typical traces of linear
alkanes and alkenes cracking products in the range of C4 to C13. The alkane and
alkene with the same carbon number appear in pair, where the alkane is eluded at
slightly lower retention times than the alkene, i.e. to the left. When the THN is
added, the cracking products are greatly reduced as shown by the reduction in the
peak heights and areas of the alkane and alkene derivatives in the bottom trace of
Figure 2. The decrease in cracking products obtained by the addition of THN is
therefore closely related to the reduced cracking of the TD. Further, the
introduction of THN seems to especially reduce the 1-alkene peak in relation to
the corresponding alkane peak, when compared to the TD stressed alone.
Therefore, the THN seems to particular target the secondary radicals, similar to

that found for THNol’. Figure 3 shows the ratio of the 1-alkene peak area over
that of the corresponding n-alkane for TD alone and with 0.5 mole% THN and BA
addition. There is a clear increase in the alkene/alkane ratio for the BA mixture,
indicating that BA is indeed targeting the primary radicals. However, for the THN
the ratios of the alkene over the alkane peaks are smaller than those observed for
the TD alone, indicating that THN targets secondary radicals.

The observed effects on the thermal stabilization of TD by BA, THN and THNol
are summarized in Scheme 1. The increased thermal stability of TD when
hydrogen donors are added can be linked to the ability of the hydrogen donor to
" capture radicals formed during the stressing and therefore hinder the cracking.
This results in an increased liquid product and enhances the TD remaining ratio,
when compared to TD stressed alone. Scheme | presents in a simplified manner
the role of the different hydrogen donors in the thermal stabilization of TD. A
hydrogen is abstracted from the n-tetradecane due to the influence of heat into a
secondary radical. The additive can then cap the radical at this stage, preventing
the propagation of the reaction and leave the TD intact. THN and THNol have
shown good ability to operate on secondary radicals as discussed above.
However, if this radical is not stopped, it will undergo a B-scission, yielding a 1-

alkene and a primary radical. These primary radicals are targeted by BA’.
Accordingly, hybrids of BA and THN or BA and THNol should therefore produce
synergetic effects at low concentrations towards enhanced thermal stabilization of
TD.

Figure 4 compares the TD remaining ratio at 450°C for the TD mixed with a
single hydrogen donor, BA, THN or THNol at 1 mole% addition, and that of TD
added a hybrid of BA and THN or BA and THNol, at 0.5 mole% each. When
added alone, both THN and THNol gave higher thermal stability than that of BA.
However, the hybrid of 0.5 mole% BA and 0.5 mole% THN resulted in a clear
enhanced thermal stability effect when compared to the 1 mole% single mixtures.
This trend is further supported by the studies at 475°C, as shown in Figure 5. For
the single hydrogen donor additions at 475°C, the TD remaining ratio increases
from 27% for TD alone to around 35% after 1 mole% BA addition, and the use of
THN has an even higher impact, where this ratio is around 46% (Figure 5). The
hybrid of BA and THN would be expected to be in the range of 35 to 46%, but
gave a result of 52% showing a clear synergistic effect between these two
hydrogen donors. Correspondingly, the effect from the hybrid of BA and THNol
would be expected to be in the range 35 to 39%, but showed an enhancement up to
\
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46%. Although the BA/THN hybrid showed overall higher thermal stability effect
at both 450 and 475°C, the synergistic effect from the BA/THNol hybrid was
larger when taking into account the effect of the single hydrogen donors. These
results are very promising for the development of additives that can work in both
the autoxidative regime (150-250°C) and the pyrolytic regime, and further
research will study the effect in both these regimes.

CONCLUSIONS

Hybrid hydrogen donors of (i) benzyl alcohol (BA) and tetrahydronaphthalene
(THN), and (ii) benzyl alcohol (BA) and 1,2,3,4-tetrahydro-1-naphthol (THNol),
have shown a synergistic effect on the thermal stabilization of tetradecane (TD) in
the pyrolytic regime. The BA/THN hybrid showed the overall highest ability to
stop the thermal decomposition of the paraffinic TD, but the BA/THNol hybrid
showed the highest synergistic effect when compared to the BA and THNol alone.
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Figure 2.  The GC traces of the liquid product distribution for TD alone (top)

and its mixture with 0.5 mole% THN (bottom) stressed at 475°C for
30 minutes.
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ABSTRACT

The thermal stability of linear alkanes, such as tetradecane, in the pyrolytic
regime is enhanced by the addition of cyclo-akanes, in particular decalin. Based on
the product distribution from the thermal stressing of their mixtures, decalin was
found to target primary radicals, particularly by a sharp reduction in the n-alkane
products in relation to that of the l-alkene. This thermal interaction has been
further examined by GC/MS analysis, which revealed the formation of alkylated
intermediates of decalin that stabilizes the paraffinic species in the pyrolytic regime.

L. INTRODUCTION
Jet fuels for high Mach applications are required to operate under severe

thermal stressing, where exposures up to 900°F are expected'. Liquids rich in
cyclo-alkanes have been found to have superior stability at high temperatures

compared to those high in paraffinic content’. This has been associated with two
factors. Firstly, cyclo-alkanes themselves have higher thermal stability than linear

alkanes®. At 450°C after 1 hour, most of a linear alkane such as tetradecane has
been pyrolyzed into different products, while trans-decalin mostly remains
unconverted. This has been linked to the ability of the trans-decalin to form tertiary
radicals after hydrogen abstraction. Further, hydrogen abstraction will transform

the decalin into tetralin, which will act as a hydrogen donor* and will strongly
enhance the thermal stability of trans-decalin even at low concentrations. On the
other hand, as tetradecane experiences hydrogen abstraction forming primary and
secondary radicals, this leads to rapid decomposition due to propagation reactions.
Secondly, previous studies have shown that decalin improves the thermal stability

of tetradecane’, Again, this can be based on the buildup of tetralin from the
pyrolytic H-abstraction from decalin, where the tetralin will strongly affect the
propagation reaction in the mixtures. However, the thermal enhancement effect of
decalin has been found at temperatures and concentrations, where the formation of

tetralin from decalin can be neglected®. Therefore, there must exist additional
routes in which the decalin quench the propagation reaction generated from the
pyrolytic degradation of tetradecane. Accordingly, this work has studied the
reactive intermediates involved during pyrolysis of mixtures with decalin and
tetradecane at 450°C, stressed from 12 to 120 minutes. There was a clear thermal
stability enhancement with the addition of decalin at all times. The reduction in the
thermal cracking of tetradecane was found to derive from the capture of radicals by
the decalin, forming alkylated derivatives. By increased thermal stressing, these
were further dehydrogenated to form tetralins, which again act as a hydrogen source
for stabilization.

II. EXPERIMENTAL .

The compounds used were tetradecane (TD, Aldrich 99%) and decalin (DHN,
Aldrich 98%, a mixture of 46 mole% cis- and 54 mole% trans-decalin). Stressing of
TD alone or in 5 or 30 mole% mixtures with DHN were performed for 12, 30, 60

and 120 minutes in a fluidized sandbath at 450°C as reported elsewhere’. The GC-
MS was performed on a Hewlett-Packard 5890 Series II GC coupled with a HP
5971A MS detector and a J&W DB-17 column, which was heated from 40 to 290°C

with a heating rate of 6°C min™'.

III. RESULTS AND DISCUSSION

Figure 1 shows the remaining TD content over its initial concentration for TD
alone and 5 and 30 mole% mixtures with DHN, stressed at 450°C for 30, 60 and
120 minutes. As the TD is stressed, its thermal stability can be expressed on the
basis of the amount of TD remaining in the liquid over the amount in the original
mixture weighted against the liquid yield of the experiment. This ratio is therefore
normalized, and any enhancement in this ratio when DHN is added compared to that
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of the TD alone indicates that the DHN is indeed improving the thermal stability of
the linear alkane. With increasing stressing time, there is a dramatic decrease in the
TD remaining content with no DHN added, from around 56 mole% at 30 minutes to
11 mole% at 120 minutes. When DHN is added there is a significant increase at all
stressing times in the TD remaining content. A rapid increase in the thermal
stability is achieved with only 5 mole% DHN addition, followed by a slower rise up
to 30 mole% DHN mixture. The ratio of the TD remaining content for the 30 mole%
DHN mixture over that of TD stressed alone gives an indication of the extent of
interaction between the DHN and the TD. The effect of adding 30 mole% DHN is
clearly dependent on the stressing time, where the extent of interaction is rising
from 17% after 30 min stressing, to 24% at 60 min and is significantly increased to
nearly 140 % at 120 min. Clearly, several reaction mechanisms are involved as
discussed below.

Figure 2 compares the changes in the C4 to C10 product range from the thermal
decomposition of TD with 30 mole% DHN addition at 450°C stressed for 12, 30, 60
and 120 minutes. The n-alkane and 1-alkene peaks appear in pairs, where the n-
alkane has a slightly lower retention time than the l-alkene. After 12 minutes
stressing, the concentration of the cracking products is very low (5%), and the
amount of 1-alkenes is slightly higher than that of the n-alkanes. At 30 minutes
reaction time, the concentration of cracking products has increased to over 30%, and
the relative distribution of the 1-alkene is now slightly lower than the n-alkane. As
the stressing time is further risen to 60 minutes, the l-alkene concentration is

decreasing due to hydrogenation, alkylation or cyclization reactions’. The 1-
alkenes are ultimately disappearing after 120 min exposure at 450°C. Compared

with the stressing of TD alone at 450°C%, the relative concentration of 1-alkenes is
higher at all times in the DHN mixture. The 1-alkene/n-alkane relative distributions
found after 1 hour for the 30 mole% DHN mixture are comparable to those after
only 30 minutes stressing for TD only. This indicates that the DHN is interacting
with the thermal decomposition of the 1-alkanes by reducing their probability for
hydrogen abstraction and capturing primary radicals, which promotes their
alkylation. The ability of the DHN to affect the 1-alkane concentration through
suppression of the n-alkanes is further illustrated in Figure 3, where the ratio of the
1-alkene peak area over that of the corresponding n-alkane for TD alone and with
30 mole% DHN addition after 30 minutes reaction time at 450°C is compared. This
ratio is around 60% for TD stressed alone and there is a clear increase in the
alkene/alkane ratio for the DHN mixture, giving values about 90%. This indicates
that DHN indeed is targeting the primary radicals resulting in enhanced thermal
stabilization of TD or other paraffinic liquids typical for jet fuels.

The route of preventing the thermal cracking of the linear alkanes by DHN is
strongly connected to the ability of the cylo-alkane to become alkylated. Figure 4
compares the GC-MS trace for ethyl-DHN (166 a.m.u.) and dodecyl-DHN (306
a.m.u.) identified in the remaining liquid after stressing the 30 mole% DHN mixture
at 450°C for 60 minutes. The main features are deriving from the DHN-ion, giving
rise to the mass at 137 and below. The alkylated masses give rise to the parent ions,
where the DHN-ion with a mass of 137 combined with either ethyl (mass of 29) or
dodecy! (mass of 169) are deriving from the parent ions ethyl-DHN (166) and
dodecyl-DHN (306), respectively. Other masses identified are 180, 194, 208, 222,
236, 250, 264, 278 and 292, indicating that alkyl substitution in the whole range C2
to C12 has taken place. However, no evidence of methyl, tridecyl or higher alkyl
substitution was found. Neither was any DHN substituted with two alkyls
identified. This strengthens the evidence that the thermal stability effect of DHN is
initially associated with the capturing of primary alkyl radicals by substitution as
illustrated in Scheme 1. The hydrogen abstraction of TD generally leads to a
secondary radical. The secondary radical produces a 1-alkene and a primary radical
through B-scission. If the primary radical is not captured, it will start a propagation
reaction leading to further decomposition of the TD and rapid transformation of the
1-alkenes. The introduction of DHN captures primary radicals in two consecutive
steps. First, the primary radical will abstract a hydrogen from the DHN, where the
formation of a tertiary radical is favored. Second, the tertiary radical will
recombine with a different primary radical. The above scheme will result in two
overall effects. Firstly, the thermal decomposition of TD is halted and secondly, the
product distribution will favor 1-alkenes. This alkylation process was further
confirmed through studies on the stressing products from TD/DHN mixtures after
only 30 minutes at 450°C. However, when increasing the stressing time to 120
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minutes, the studies on the cracking products show that tetralin is the main product
from the thermal decomposition of DHN. This confirms that dehydrogenation of
decalin into tetralin is a further stabilizing factor, which becomes increasingly
important at longer stressing times.

CONCLUSIONS

Tetradecane (TD) has been stressed alone and in mixtures with 5 and 30
mole% decalin (DHN) at 450°C, with stressing times ranging from 12 to 120
minutes. A significant increase in the amount of TD remaining was observed at all
stressing times upon the addition of DHN. The improved thermal stability of the
TD-DHN mixtures was mainly associated with the reduced cracking of the TD due
to interactions with the DHN. Enhancements of up to 140% in the ratio of TD
remaining over that initial for 30 moie% DHN addition compared to that of TD by
itself, were observed. The suppression of the production of linear alkanes was
found to derive from the capture of primary radicals by the DHN, forming alkylated
derivatives. With increasing stressing times, these were further dehydrogenated to
form tetralins, which again act as a hydrogen source for stabilization.
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Scheme 1. Simplistic view of the thermal stability effect of DHN associated with
the capturing of alkyl radicals by substituting them to their structure.
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INTRODUCTION

Four Pennsylvania anthracites were selected for analysis, based on their availability from
currently active mines and presumed geological differences. A battery of experiments was
performed on these samples to determine their physical and chemical properties. The data
collected from these experiments was used as input for modeling the structure of anthracite using
Cerius’, a Molecular Simulations Incorporated (MSI) software package. Visualization of
anthracite structure is useful in visualizing the reactions necessary to produce advanced carbon
materials, such as graphite, from anthracite.

EXPERIMENTAL

The anthracites come from the Harmony, Jeddo, LCNN, and Summit mines, all of which mine
the Eastern Middle Field of Pennsylvania. LCNN and Jeddo mine the Mammoth vein; Harmony,
the Lykens Valley #2; and Summit, the Tracey vein. No blending of coals is done at these
plants, ensuring repeatability of data collected on the anthracites. Approximately 1000 Ibs. of
each anthracite were collected and a subset homogenized using techniques outlined by Glick and
Davis of the Penn State Coal Sample Bank and Data Base [1]. The end products of this process
were aliquots of —20 and —60 (U.S. Standard Sieve) mesh anthracite stored in foil laminate bags
under an argon atmosphere [1]. Next, chemical and physical data were collected using X-ray
diffraction, '>C NMR, proximate and ultimate analysis, maceral point counts, CO, surface area,
and helium density. Values for aromaticity, H/C ratio, and interlayer spacing were used in
generating possible anthracite structures using MSI software [2]. - -y

RESULTS

Ultimate and proximate analysis results are presented in Table 1 and Table 2, respectively. With
increasing carbon content there is a decrease in the hydrogen content, as expected. This is
indicative of ring condensation with concurrent loss of hydrogen. When normalized to 100
carbon atoms, Summit has the highest hydrogen content with 32 hydrogens per 100 carbon
atoms while LCNN has the lowest with 19 hydrogen atoms per 100 carbon atoms. Table 2
shows relatively equal amounts of ash and volatile matter, except for the Summit anthracite,
which has nearly twice the levels of ash in comparison to the other samples. High levels of
mineral matter, as indicated by high levels of ash, are undesirable for graphite production [3].
The maceral compositions are shown in Table 3. The category “other inertinite” was used when

" the optical differences between fusinite and semi-fusinite could not be distinguished. Maceral

composition is usually an important parameter as macerals are known to have different chemical
structures which may lead to different levels graphitizability [4]. X-ray diffraction, diffractogram
shown in Figure 1, was used to determine the distance between aromatic sheets in d-spacing.
The XRD diffractogram of the Jeddo sample indicates d-spacings range from 12.91 to 2.57 nm in
the identifiable peaks. "°C Single Pulse NMR, Figures 2, was used to determine the aromaticity
of the samples. All the anthracites studied where found to be 100% aromatic.

DISCUSSION

Using the chemical data, a hypothetical structure for the Jeddo anthracite was generated and
minimized using molecular mechanics (Drieding force-field [5]), see Figure 3. The parameters
utilized in generation of the model were %H, %N, %0, d-spacing, aromaticity, and number of
rings in an aromatic, or pre-graphitic sheet. The atomic H/C ratio determined from the ultimate
analysis (H/C=0.22) and calculated from the model (H/C=0.22) are in agreement. Unfortunately,
the relative proportions of quartenary, pyrollic, and pyridinic nitrogen have not been determined
for anthracite. Therefore it was assumed the nitrogen was present primarily in the quartenary
form (9 of the 11 nitrogens are quartenary in Figure 3), presumably from the condensation of
smaller pyridinic containing sheets. Oxygen was assumed to be in open or closed ethers with
perhaps some carbonyl. As there are only 18 heteroatoms'per 1010 carbons in the proposed
anthracite, any errors in their assignments will have a minimal impact on the gross structure of
the model. However, their assignments and placements may well have a bearing on the reactivity
of the structure. .
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Past research has shown graphitized anthracites have crystallite heights of <36.8 nm, therefore
the raw anthracite modeled here was generated with heights significantly lower than 36.8 nm
[6]. The anthracite model shown in Figure 3 is approximately 45 A across (plan view) and
approximately 15 A high. Average d-spacings between the sheets fall within the acceptable
experimentally determined range, approximately 4 A. However, the structure shown has not
been subjected to molecular dynamics (thus may be trapped in a local minimum) nor does the
force-field used contain an implicit © - 7 interaction term. Furthermore, the model was
minimized in a vacuum and has not experienced high pressures or interactions with neighboring
sheets, which may be important in the overall structural alignment. Hence the structural
representation is a product of less accurate modeling methods (due to model size restrictions on
quantum mechanics and computational expense).

Ring condensation in anthracite is believed to be between >10 and 100 (rings per sheet) [7], so
the number of rings in a polycyclic sheets shown in Figure 3 is a maximum of 91 and minimum
of 47 rings. Combining the chemical data with stated assumptions resulted in a simplistic
structure for the Jeddo anthracite, Figure 3. The model contains five pre-graphitic planes with an
average of 81 rings comprising a sheet. The beginnings of graphitic stacking are apparent,
Figure 3. The aromaticity of the model is 99%, while the experimentally determined aromaticity
is 100%. Recall that the model is in agreement with the elemental composition. Hence the
model is in close agreement with the chemical data determined to date. Incorporation of physical
data, such as helium density, and additional chemical data will further refine the structure [8].

CONCLUSIONS

The coals selected for this research are all in the anthracite range, yet exhibit varied chemical
properties (mostly hydrogen content, maceral composition and degree of crystallinity)
presumably as a result of different geological histories. It may be assumed that the
graphitizability of these samples will vary with their constitution. These differences can be
better presented through visualization of the anthracite’s structure and its changes upon
carbonization. A model structure for Jeddo anthracite is presented. Incorporation of additional
physical and chemical data will further refine the proposed model.
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Table 1. Ultimate Analysis Of Anthracite Samples*

Anthracite % C % H % N % S % O (by diff.)
LCNN 95.7 1.5 1.2 0.5 1.0
Jeddo 95.2 1.8 1.1 0.6 1.3

Harmony 94.0 2.2 1.0 0.5 2.3

Summit 93.2 2.5 1.6 0.6 2.2

*dry ash-free basis
Table 2. Proximate Analysis Of Anthracite Samples

Anthracite % Moisture % Volatiles % Ash Fixed
Carbon
LCNN 33 4.5 6.7 88.3
Jeddo 4.7 6.1 8.1 859
Harmony 4.6 1.5 6.6 862
Summit 2.6 11.1 17.6 71.2
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Table 3. Maceral Percentages (from point counts)

Anthracite Vitrinite Fusinite Semi-fusinite Other Liptinite
Inertinite
LCNN 80 10 7 2 1
Jeddo 86 6 5 2 1
Harmony_ 60 24 . 14 1 1
Summit 80 15 4 0.5 0.5
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Figure 1. XRD Diffractogram Of Jeddo Anthracite
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Figure 2. "C CPMAS Spectra Of Jeddo Anthracite
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Figure 3. Plan And Side Views Of A Simplistic Model Of Jeddo Anthracite. C,40H,,;,00N,
Heteroatoms shown as spheres.
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VERIFICATIONOF THE AIDA’S CHEMICAL DETERMINATION METHOD
FOR OXYGEN-FUNCTIONALITY IN COAL AND COAL PRODUCT

Tetsuo Aida, Aiko Nishisu, and Issei Yamanishi
Department of Industrial Chemistry, Faculty of Engineering in Kyushu, Kinki University
11-6 Kayanomori, lizuka, Fukuoka 820, JAPAN

Keywords: Coal, carboxylic acid functionality, phenolic hydroxy! functionality, non-
aqueous titration

INTRODUCTION

Coal contains various type of chemical functionality. It is believed that the oxygen-
containing functionality in coal plays very important role to control its physical and chemical
properties. Particularly, since a carboxylic acid and phenolic hydroxyl functionality have a
relatively strong acidic charactcristic comparing with other functionality such as alcoholic
hydroxyl functionality, they can induce strong cohesive forces like a hydrogen bonding,
which seems to be responsible to determine many characteristics of coal based on the
macromolecular network structure. Thus, it is critical to have the quantitative information
about such functionality as carboxylic acid and phenolic hydroxyl functionality in coal or coal
product in order to develop the efficient chemical transformation processes of coal such as a
liquisaction, gasification, chemical desulfurization, etc..

It has long been a common sense in the coal science community that the hydrogen
bonding contribution by carboxylic acid functionality to the chemical and physical property of
coal could be almost negligible toward the high ranked coals like a bituminous coal, simply
because of the very small amount of the functionality, which used to be determined by the
chemical method developed by Blom et al.[1] about 40 years ago.

Although the recent development of sophisticated instrumentation such as FT-IR,
I3C-NMR, XPS, etc., has made it possible to provide quite retiable information about such
hetero-atom-functionality as sulfur-, nitrogen- and oxygen-containing functionality, they still
seem to fall into a common problem, that is, the low accuracy to determine a small amount of
the functionality.

Recently, we had developed a chemical method [2], using following chemical reactions.

R-COOH + n-BusNBH3 R-COOn-Bu4N + BH3 + H2
in pyridine solvent

(R = Aryl, Alkyl)

This method has several advantages compared to the conventional one mentioned above.

First of all, this reaction proceeds quantitativcly with a single step in pyridine solution

generating a gaseous product, H2, which, gives us much better accessibility of the chemical
reagent to the carboxylic acid functionality buried into macromolecular network structure of
coal than in aqueous solution reaction(cf. Blom’s method) based on the swelling behavior,
and also a reasonable accuracy due to the volumetric determination of the gaseous product
(H2).
Secondly, this reaction exhibits a significant difference of the reaction rate depending upon
the acidity of functionality, which makes easy to distinguish other functional groups such as
phenolic and alcoholic hydroxyl functionality by using more reactive chemical reagents.
Figure 1 demonstrates one of the examples of our experiment {3], which were carried out by
using n-Bu4NBH4, LiBH4 and LiAlH4 as reactants, and determined the distribution of
oxygen functionality in the pyridine extract of coal. ‘Although we have not enough data
concerning the difference of functionality between coal and pyridine extract at present
moment, 8.0fold difference between our data and previous one [4] seems to be too much and
quite interesting.

Most striking experimental result came out from the ~COOH determination for
various kind of coals, as shown in Figure 2, which demonstrates the coal rank dependency
of the -COOH content, comparing the data previously reported{S]. Very interestingly, there
is a quite large discrepancy in the range of high rank coal. This fact convinced us that our
approach to develop more reliable chemical determination method could be right, because the
coal swelling in water used to be dramatically decreased over higher rank region than sub-
bituminous coal.-

As Niksa pointed out in his recent personal communication and paper [6], it was well-
known contradiction that the most of the CO2 released during the pyrolysis of sub-
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bituminous and bituminous coals could not be rationalized with the uni-molecular
decomposition chemistry of carboxylic acid functionality in coals. Because the amount of
carboxylic acid functionality reported in the raw coal was too small to handle it.

In order to verify the analytical data obtained by our new methodology, we have
conducted a non-aqueous titration as an alternative method. In this paper, we like to report
the experimental results

EXPERIMENTAL

The chemical reagents were commercial products (Aldrich's gold label grade) which
were used without further purification. Pyridine for the chemical determination of carboxylic
acid functionality was dried over calcium hydride and distilled before use.

Coals from the Argonne National Laboratory (premium) and the Ames Coal Library
were ground, seized, and dried with a silica-gel at room temperature under vacuum for three
days, and stored under a dry nitrogen atmosphere.  The pyridine extract of coal was
prepared by means of the ultrasonic irradiation method [7].

A typical procedure of the non-aqueous titration of carboxylic acid and phenolic hydroxyt
functionality in coal extract was as follows: 100mg of coal extract was dissolved in 5.0mi of
dried pyridine, and placed into a Pyrex cell under N2-atmosphere which has an Pt-clectrode
and magnetic stirrer. The solution was potentiometrically titrated with a pyridine solution of
n-Bu4NOH (0.1mol/1).

RESULTS AND DISCUSSION
1. Non-aqueous titration of model compounds

Benzoic acid and 2-naphthol were used as model compounds for carboxylic acid and
phenolic hydroxyl functionality, respectively. The non-aqueous titration of each functionality
was carried out in pyridine solution by using n-BusNOH (0.1mol/l) pyridine solution as a
titrant. The reaction is considered to proceed with following chemical equations.

-COOH(or Ph-OH) + n-BusN+ OH- ——= -COOn-BusN* + H20

Figure 3 shows the dependence of a potential difference on the titrant volume
observed in the determination of individual model compounds, benzoic acid and 2-naphthot,
and that of these mixture is shown in Figure 4. Obviously, there arc two inflection points on
the titration curves of mixture, and it was confirmed that they were appearing at exactly right
volume of the titrant corresponding to thc eoncentration of carboxylic acid (the first inflection
point) and the sum of both compounds (the second inflection point), respectively.

2. Non-aqueous titration of pyridine extract of coal

Based on the results obtained from the model compound experiment described above, the
determination of carboxylic acid and phenolic hydroxyl functionality in the pyridine extract of
Pittsburgh No.8 coal has been performed by using the same procedurc. The results
demonstrated in Figure 5 and 6

Comparing with model compounds experiments mentioned above, a characteristic
feature seems to be the difficulty to judge one of the two inflection points, which is thought
to be due to the carboxylic acid functionality in coal extract. Although the reason of this
phenomenon is not clear at this moment, the indistinct pKa distribution due to heterogeneous
carboxylic acid functionality in coal may be responsible for that.

Anyway, the concentration of carboxylic acid and phenolic hydroxyl functionality in
the pyridine extract of Illinois No.6 coal was determined by the same manor as shown in
Figure 6, and they are compared in Table 1with those obtained from our chemical method
(Aida’s method) previously reported[2].

It is quite interesting that the values calculated from the two infection points seems to
be reasonably matched with those of the chemical determination. Particularly, we have
convinced the matching between the sum of carboxylic acid and phenolic hydroxyl
functionality determined by the chemical method (LiBH4) and the value obtained from the
second inflection point, which used to be clear and have no difficulty to find out.

3. Non-aqueous titration of pyridine extract of coal with internal standard

In order to verify the data obtained by the non-aqueous titration, we may be able to
use an internal standard compound. Namely, the addition of a standard compound, such as
phthalic acid into the coal extract solution will force to shift the two inflection points with the
titrant volume corresponding to the amount of the standard compound, if the identification of
two inflection points was correct.
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In Figure 7, the experimental results obtained were shown. Expectedly, the inflection
points were shifted with exact amount of the titrant volume corresponded to phthalic acid.

CONCLUSION

A chemical determination method (Aida’s method) for the oxygen containing
functionality in coal and coal product has been verified by using an alternative analyticat
technique, “non-aqueous titration”.

It seems to be a very serious mischief concerning the content of the carboxylic acid
functionality in higher rank coals than sub-bituminous coal in previous literatures, which
used to be reported as a almost negligible amount. In according with our chemical
determinations the content of carboxylic acid functionality in IHlinois No.6 coal reach up to
Stimes more than previous data.
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Table 1. Functionality analyses of pyridine extract of Illinois No.6 coal

Functionality Aida’s method Non-aqueous titration
(mmol/g)
-COOH 0.83 (n-Bu4NBH4) 0.88 (Ist inflection point)
Ph-OH + -COOH 2.90 (LiBH4) 2.76 (2nd inflection point)
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Figure 1. Distribution of oxygen functionality in pyridine extract
of [llinois No.6 based on total oxygen
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TIME RESOLVED SMALL ANGLE X-RAY SCATTERING REACTIVITY
STUDIES ON COALS, ASPHALTENES, AND POLYMERS
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Argonne National Laboratory, Argonne, IL. 60439
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ABSTRACT

The objective of this study is to examine changes in the structures of coals, asphaltenes, and
polymers in situ with small angle X-ray scattering (SAXS) during thermal treatments. We have buiit
a SAXS instrument at the Basic Energy Sciences Synchrotron Radiation Center at the Advanced
Photon Source that allows us to obtain scattering data on very small samples and in the millisecond
time domain. The Argonne Premium Coal samples, petroleum derived asphaltenes, and polymers
with functionality to model fossil fuels were used in this study. The information that can be derived
from these experiments includes: changes in fractal dimensionality, surface topology, and size and
type of porosity. The information is correlated with other methods on the same samples.

INTRODUCTION

Small angle scattering is a good method to observe features such as porosity and surface properties
of disordered systems over broad length scales. This non-destructive technique is useful for in situ
analysis and with the advent of third general light sources with high photon flux, rapid data
acquisition is possible. The nature of the porosity of a suite of 15 coals has been studied by SAXS
and the results compared to adsorption techniques.’ Coal pyrolysis followed by gasification has been
followed by SAXS. They found that upon pyrolysis there was an increase in micro and meso pores.’
SAXS investigation of pore sizes of Canadian coals and their chars showed that reactive chars from
low rank coals have greater pore lumes compared to the coals, while the opposite effect is seen
for less reactive chars from higher rank coals.’ The fractal pore structure of raw and heated brown
coals was studied by SAXS.* All of these were done with lab instruments. Synchrotron sources
allowed faster data acquisition such that in situ experiment are facilitated such as the dynamics of
solvent swelling.* The Argonne coals have been looked at by a number of temperature programmed
techniques such as TGA-FTIR,* TGA-MS,’ Py-FIMS,* Py HRMS,® PMRTA,'® and IGC.!" These
results will be used to help interpret data from temperature programmed (TP) SAXS of the Argonne
Coals, resids, and polymers.

EXPERIMENTAL

The eight Argonne Premium Coal Samples were used without modification in this study.> The
ethylene [I] and oxymethylene [I] linked polymers have been used as possible models.'*"* More
recent studies have looked at ethylene linked benzene with [III] and without carboxylic acid groups
{IV].*'€ The purpose of this later study was to examine the possible role of carboxylic acids to form
crosslinks in low rank coal pyrolysis. The SAXS instrument was constructed at ANL and used on
the Basic Energy Sciences Synchrotron Radiation Center CAT undulator beamline ID-12 at the
Advanced Photon Source (http://Awww bessrc.aps.anl/).

Quartz capillaries (1 mm) were used to sample 5 mg of -100 mesh coal or polymer. Scattering
patterns were obtained as the sample is heated from 25-600 °C. Monochromatic X-rays (8.5 - 23.0
keV) are scattered off the sample and collected on a 19 x 19 cm? position sensitive two-dimensional
gas detector. More recent data are taken using a 9-element mosaic CCD detector (15 x 15 cm) with
maximum of 3000 x 3000 pixel resolution. An advantage of this new detector is that unlike the wire
detector, the full beam from the undulator can be used which gives a factor of 1000 increase in
intensity. The scatteréd intensity has been corrected for absorption, the empty capillary scattering,
and instrument background. The differential scatiering cross section has been expressed as a
function of the scattering vector Q, which is defined as Q = (4n/A) sin 8, where A is the wavelength
of the X-rays and 8 is the scattering half angle. The value of Q is proportional to the inverse of the
lengthscale (A"). The instrument was operated with two different sample-to-detector distances, 68.5
cm to obtain data at 0.04 < Q < 0.7 A" and 3740 cm to measure at 0.006 < Q<0.1 AL

Small Angle X-ray Scattering

Atypical plot of the time temperature-resolved data for the pyrolysis of the lllinois No. 6 bituminous
coal (APCS 3) is shown in Figure 1. These curves can be analyzed to determine size of features,
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topology, and changes in total scattering. Power law slope from the data, such as is shown in Figure
1, are used to describe the topology of the system. Finally, the invariant Q, is calculated and is
proportional to the fluctuation of the electron density in the system. Changes in the invariant are

useful in monitoring topological changes in thesample, Q4 = [ KQ) Q?dQ. Forexample, the

invariant goes to zero for a homogeneous system that does not have any concentration fluctuation.
RESULTS AND DISCUSSION

The results from the TP SAXS are initially best understood by comparing them to results from other
techniques and by looking at the various trends observed between the different rank premium coals.
An example of the scattering curves as a function of Q is shown in Figure 1 for the 1llinois
bituminous coal (APCS 3). To avoid confusion, a few selected curves are drawn to represent the
changes seen as the sample heats up. An obvious feature that is seen for the low rank coals but is
most pronounced with the Illinois coal is the increase in scattering over an intermediate temperature
range. This result is best observed in the changes of the invariant with temperature which is shown
in Figure 2. There is a rapid increase in the Q, at ~130 °C where most likely water is being driven
off. This could result from structural reorganization of the macromolecules in coal. These structural
changes are common with the coals of < 80% carbon, but are not seen in the higher rank coals.
However, the role of water release is not the only factor since the lignite and subbituminous coals
have a greater water content and yet the effect is much less. The structure change is more than just
aphysical swelling of the structure since the free swelling index of this coal (4.8) is much less than,
for example, the Upper Freeport (APCS 1), which has a FSI of 8.5.12

With the Upper Freeport, the increase in Q, is not observed, but instead shows the transitions at the
softening and fluidity points. Normally the approaches used to look at these transitions are plasticity
or fluidity measurements and inverse gas chromatography (IGC). A comparison of the SAXS and
ICC data are shown in Figure 3. One expects the IGC transition to occur at a lower temperature
since the heating rate was in hours compared to the total heating time of 10 min. for the SAXS data.
However, note that the slope is the same (dashed line). InIGC, this slope is used to calculate the
enthalpy of adsorption which for APCS 1 is 12.5 kcal/mole." These values increase with rank of
the coal in the bituminous range. The trend in Q, is also similar and is indicative of the increase in
homogeneity of the system at these temperatures as the coals are becoming fluid. The low rank coals
which do not become fluid show much different trends in Q, at these higher temperatures.

The changes in the power law slope can be correlated with TGA results under the same heating rates.
For bituminous coals, such as the Illinois No. 6 and Pocahontas, there is a reasonable correlation as
shown in Figure 4. However, for the low rank coals, the changes in d, is much different and actually
may have increased instead of decreasing with temperature as seen in the higher rank coals. One
possible explanation for this is the fact that these coals are still early in the coalification process and
what may be occurring is an accelerated coalification process. Part of this process may be the
establishment of increased crosslinks instead of decreasing crosslinks, which normally occurs in the
pyrolysis of bitumninous coals. This has been suggested in other studies.'* Recently, model polymers
with carboxylic acid functionality have been studied to try to understand this crosslinking
phenomena. Later, we will discuss the results of TP SAXS on the polymer.

In Utah coals (APCS 6), the d; decreased at a much lower temperature than the other bituminous
coals. This has also been observed for this coal by proton magnetic resonance thermal analysis
(PMRTA). It has been suggested that the increased mobility observed is due to the liptinite macerals
in this coal (which is rich with resinites, 75%) at lower temperatures. Our SAXS data would confirm
this conclusion. The volatile release of the coal is not unusual but the increase in extractability with
heating is much greater than other bituminous coals of similar rank. The resinite must have a
synergistic effect on overall thermal degradation of the macromolecular matrix.

To better understand TP SAXS results for the coal samples, four polymers which represent various
potential structures and functionality in coals have been examined under the same conditions as the
coal pyrolysis. For both the naphthalene based polymers {I] and [II], the structure changes at much
lower temperatures than coals. However, as expected, the oxymethylene linked polymer [II] is the
most reactive. In both polymers, abroad feature between Q =0.1 to 0.3 emerges at high temperature
which would be the formation of larger polycyclic aromatics. The PYHRMS has shown that these
polymers, especially [IT] undergo secondary reactions to form strong Ar-Ar links which can lead 1o
larger polycondensed aromatics.

The polymers from ORNL behaved much differently. For {Ilf] with carboxylic acid functionatity,
the Q, did decrease but not nearly as much as seen in [I] and {II]. The structure seen by SAXS for
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the hydrocarbon polymer {IV] appeared to be very stable over the temperature range studied even
though it is known that the solubility increased with increasing temperature.'” However, up to about
475 °C these polymers showed no weight loss in TG analysis. The most direct comparison is
between I and IV, which have the same linkages but differ in the aromatic ring, where the
naphthalene [I] appears to be much more reactive.

CONCLUSIONS

Structural changes upon pyrolysis are observed in the SAXS data for coals and polymers. These
changes can be correlated and contrasted with a number of other thermal analytical methods on the
same coal and polymer samples. The results are very rank dependent with the lower rank coals
showing variations over the entire temperature range. The naphthalene based polymers are much
more reactive than the benzene-ethylene linked polymers and appear to give more secondary
transformations.
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USE OF INTRA- AND INTER-MOLECULAR MODELS TO SIMULATE THE WIDE
ANGLE X-RAY SCATTERING OF COALS. David L. Wertz, Department of Chemistry &
Biochemistry, University of Southern Mississippi, Hattiesburg, MS 39406, USA.

INTRODUCTION. Hirsch et al.,! using the terminotogy of diffraction where d = A/2 x sinf for
first order reflections in the x-ray experiments, assigned this peak to the average distance between
layers which were proposed to contain the poly-cyclic units at the motecular level in coals. Using
copper K, Xrays, they found this peak (quite broad) to occur at 26 = 25°, corresponding to <d> =~
3.5 A. Their proposal of layering, at the molecular level in coals, has been verified, both by
molecular modeling? and x-ray analysis using more modern equipment and several of the Argonne
Premium Coals,? but their the use of ideal diffraction concepts to define structuring in coals is
troubling because coals are not crystalline.

An alternative method for relating the measured x-ray intensities, which now may be accurately
obtained using modern quantum counting equipment and computer-controlled data acquisition
and processing method, has been utilized by our group.**  This method correlates the measured
intensity, which is a series of broad maxima and minima, with the average short-range structural’
unit in the coal and has been illustrated in the scattering studies of liquids, solutions, and
amorphous solids. The Debye relationship corretates the structure of any molecular-level species,
averaged of time and space, with the simulated wide angle phase interference curve caused by that
species by:

@) =(TXqx 1 }' 2 TT ng, < sin(q * r,p);
where n,, is the number of a-b atom pairs which occur at the distance r,, in the structure, f,(q) and
fy(q) are the scattering powers of atoms a and b, respectively, and q = [4 x 7t/ A] xsin 0.° For
several of the Argonne Premium Coals, the average intra-molecular structural unit, (i.e., the
average PC and its attachments) have been reasonably well identified;"® so the n,;’s and the r,,’s
for the average intra-molecular structural unit may be determined using three-dimensional
geometry and then used to calculate the simulated phase interference curve for that coal using the
Debye equation. This has been accomplished for several coals.*

The actual phase interference curve, i(q), may be obtained from the wide angle x-ray scattering
(WAXRS) experiment. The comparison of j(q) to i(q) allows a judgement in the validity of the
structural model used to calculate j(q), 1.e., the array of n,,’s and the r,,’s that define that model.
The comparison may be quantified by:

= T(i(Q) - J(@)}YTi(a).
The lower the value of t, the better the agreement between the experimentally measured phase
interference curve and the phase interference curve calculated from the model.

Solum et al propose that the average poly-cyclic unit in Pittsburgh #8 (PIT) coal is ca. C,; with
four attachments.” Shown in Figure 1 is the simulated phase interference curve calculated for the
C,5 unit. Also shown in Figure 1 are the experimentally measured i(q)’s using both Mo K, and Cu
K, Xrays.*> As previously noted, the agreement between the experimentally determined i(q) and
the j(q) calculated from the intra-molecular model based on C,; agree weli at q>3 A7, The jl@
curve calculated from the C, 5 structural model is featureless in from 1.0 - 3.0 A™ ; but the
experimentally measured i(q) has a large maximum, centered at ca. 1.6 A" with minima preceding
and following this maximum. Similar results have been obtained for other coals.**  Thus, it may
be concluded that the dominant maximum in the measured x-ray intensity curves for coals, located
atca. 1.7-1.9 A", is not due to structuring within the average PC unit.

Recently, an improved explanation of the measured x-ray intensities, expanding on the layering
concept, has been proposed as the result of an x-ray scattering study of Beulah Zap lignite.” This
procedure incorporates the concept of molecular-level layering in coals by calculating the
distances between atoms in adjacent layers within the average short-range structural domain for
that coal and correlating these distances with the structure curve calculated for each coal from
wide angle x-ray scattering (WAXRS) experiments.

The objective of this study is to simulate the dominant peak in each experimentally determined
i(q) using simplified structural models which approximate the average PC unit in the coal as a disc
whose radius may be estimated from the NMR information available in the literature,



RESULTS. Shown in Figure 2 are several crude models of layering in the short-range domains in
coals. The models differ, of course, in the number of layers in the average domain. To relate
each of the models to coals, it has been assumed that the radius of the average PC unit (rad) is ca. )
2.5 A and average distance between the layers (<d>) is ca. 3.8 A which is similar toe the average
inter-layer distance reported for a number of the Argonne Premium Coals.® Shown in Figure 3
are the relative frequencies of the atom-pair distances (i.e., the structure curve) calculated from
each model by:

F(r)= ¥ (rad® + [n x <d>J'}%
where n describes the relationships between the layers in the model, and r is the distance between
the atom in the various layers.

Using the Debye eq., each frequency function has been transformed into reciprocal space to
produce its corresponding j(q). The simulated phase interference curve for each layer model is
presented in Figure 4, Although the inter-layer structural models differ in the number of layers
contained within each, their resulting phase interference curves are similar; with each featuring a
maximum in the q = 1.8 A" region. Minima precede and follow this maximum. The sharpness of
the maximum is related to the number of layers in the short-range structural domain,

In the three layer model, C—C atom-pair distances are expected to be centered at ca. 4.5 A and at
ca. 8.0 A with a relative peak intensity of 2/1. The j(q) calculated for the three layer model is
similar to the experimentally determined i(q) obtained for PIT. Shown in Figure 5 is the j(q)
calculated from the three layer model compared to the i(q) measured for Pittsburgh #8 coal. For
this comparison, T =0.021 when <d> = 3.92 Aandrad=2.6A. This very low structure
correlation factor verifies the excellent agreement between i(q) and the J(q) calculated from the 3-
layer model. The average interlayer distance determined by this method is similar to the average
interlayer spacing distance reported by the earlier non-ideal diffraction interpretation of the
secondary x-ray intensity reported for PIT.

The inter-molecular structure curve has been obtained by Fourier transform of the inter-molecular
portion of the experimentally determined phase interference curve for PIT. This inter-molecular
structure curve contains two maxima with relative intensities of 2/1. In Figure 6, this inter-
molecular structure curve is compared to the atom-distance/frequency function calculated for the

three layer model. The good agreement between these two functions indicates that the average
short-range structural domain in PIT contains three layer units.

CONCLUSIONS. A simplified inter-layer model of the layering of the PC units in coals is
consistent with both the phase interference curve obtained for Pittsburgh #8 coal by wide angle x-
ray scattering a This model also predicts an atom-pair frequency curve which is consistent with
the inter-molecular structure curve obtained for PIT.
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Figure 1. Comparison of the experimenta! phase interference curves for PIT with the simulated
phase interference calculated for the C,; poly-cyclic unit. .

Figure 2. Models of molecular-level layering. Two layers (A), three layers (B), four layers (C),
and five layers (D).
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STRUCTURAL PARAMETERS OF COALS FROM 002 LATTICE
FRINGE IMAGES USING HRTEM
Atul Sharma, Takashi Kyotani and Akira Tomita
Institute for Chemical Reaction Science, Tohoku University,
Sendai, JAPAN.
Key words: Coal structure, Lattice image, HRTEM.

INTRODUCTION

Over the years several studies have been done using different techniques to
get the insight into the coal structure. All these studies converge on one
understanding that coal is heterogeneous in nature and made up of very small
aromatic layers more or less randomly orientated. The layer size and stacking
number increases with the rank of coal. Direct evidence about the arrangement of
these aromatic layers, obtained by the electron microscope lattice imaging, is
obviously an attractive complementary technique. Not much literature have
been available on TEM observation of coals as such and most of the studies
report about the heat treated coals. McCartney and Ergun [1] used electron
microscopy to determine crystalline dimensions of meta-anthracite coal. Another
attempt was made by Evans et al. [2] who observed anthracite coal and heat-
treated coals. They found the coal samples to be completely amorphous and no
evidence of any ordered layers. Millward [3] also reported that when coals were
observed by electron microscope, no fringes which could be evidence of layered
molecules was found. He highlighted the problems associated with instrument and
irradiation damages which make it difficult to observe raw coals. Oberlin [4]
developed dark field image technique to observe the coal structure. The electron
microscope operation and theoretical consideration of image formation are now
fully understood. With recent advances in electron microscope instrument like
anti-contamination device which successfully preserve the specimen from
irradiation damages during high-resolution observation, it is possible to image
even the highly electron beam-sensitive materials like coals.

In this article we are presenting the structure of three different coals as
observed by HRTEM. We also attempted to obtain stack distribution using image
analysis technique developed by us and described elsewhere [5].

EXPERIMENTAL

Argonne Premium Coal Samples, Pocahontas no. 3 (POC) , Illinois no. 6
(IL) and Beulah-Zap (BZ), were selected for the investigation. The coal samples,
ground in ethanol and sprayed on a copper microgrid, were observed under a TEM
(JEOL-2010) operating at 200 kV for high resolution images. The transmission
electron microscope was equipped with computerized imaging system and EDS

for elemental analysis. To get a general view of the coal samples, nearly 7 to 8
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different spots were observed. A quantitative analysis was done to evaluate stack

distribution using our newly developed image analysis technique [5].

OBSERVATION OF COALS USING HRTEM

It is necessary first to ascertain that the TEM micrographs presented here
are those of coals. In all cases, first a sub-micron size particle was selected for
observation at a very low magnification and its diffraction pattern was taken and
elemental analysis was carried out. The elemental analysis showed signatures of
all the elements present in the coals as mineral matter which was also confirmed
by the sharp spots observed in the SAD patterns. After confirming that this
sub-micron size particle is coal, very thin edges of this particle were observed at a
high magnification(x 500k). To prevent the sample from irradiation damages, the
current density on the screen was kept at less than 1 pa/cm®. At this illumination
almost nothing can be observed on the fluorescent screen. However, the structure
can be observed on the TV screen by increasing the aperture and sensitivity of
the camera. By this approach we considerably reduced the number of electrons
hitting the sample.

RESULTS AND DISCUSSION

In Figures 1 to 3, the HRTEM images from two different spots for BZ, IL
and POC coals are shown. All three coals show the presence of both amorphous
and ordered structure. Even in ordered structures, layers are not plane and show
lack of mutual orientation. It is known that coals contain small condensed
aromatic units. These units show a parallel stacking but lack orientation and
planarity because of the presence of hetero-atoms or hydroaromatic portions.
These fringes or layers observed from HRTEM images are in accordance with the
above understanding, and hence these layers are not graphite-like layers. Figure 4
shows a typical example of extracted images from HRTEM images using the
filtration technique [5] for quantitative analysis. The extracted images from five
different spots were subjected to image analysis algorithm [5] to evaluate stack
distribution and the results are shown in Figure 5. The distributions show that the
fraction of single layers or amorphous part is higher in BZ coal than in POC coal
and the fraction of highly stacked group is relatively large with POC. However, the
number of photographs taken in this study are too less to discuss further on the
difference among the three coals. Figures 6a-c show the presence of mineral
matter in the three coals. BZ and IL show very clear lattice fringes from the
mineral matter. To make the fringes more clear, we separeted these from the
organic part by drawing a white line. In Figure 6a, these are enclosed by the white
line while in Figure 6b, these are towards left of the white line. In POC coal,
mineral matter is present as nearly circular dark spots. Figure 6d shows an
onion-like structure similar to fullerene as suggested by Fanget al [6]. This was
observed only in POC coal and only in one spot.

588




R AN \‘;5'\‘F@"-‘"\"\‘*\Yﬁ!“\‘-ﬁik‘l‘- o3,
IR NN N A A S ARSI
PSSR A R I e T e e R Y, o
AR TN AN, -"\'w:\\\\\‘;"\: i

SRS . T
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Figure 5 Fraction of number of layers occuring in n layers.

CONCLUSIONS

The HRTEM technique is powerful tool for extracting microstructure
information of coals. Both amorphous and ordered structures were observed
Direct evidence of lattice fringes which can be ascribed to layers was found.

589



© ‘ (d)

Figure 6 HRTEM images of: (a) mineral matter in Beulah-Zap coal, (b)
mineral matter in Illinois no.6 coal, (¢) mineral matter in Pocahontas no. 3
coal, and (d) onion-like structure in Pocahontas no. 3.
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MICROHETEROGENEITY OF SOLVENT-SWOLLEN COAL PROBED BY PROTON
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ABSTRACT

Phase separated structure of solvent swollen coal was characterized thorough its
property of proton flip-flop spin diffusion. It is shown that the fashion of coal swelling is
non-uniform on a segmental scale and a microscopic phase separation does take place on a
scale from several to 20 nm even in good solvents like pyridine.

INTRODUCTION

The most convincing model of coal structure is that of a cross-linked macromolecular
network. All attempts to relate the macromolecular network parameters such as the molecular
weight between cross-link points to the degree of swelling in a good solvent have taken the
Flory-Rehner theory ! as a starting point for the swelling of macromolecular networks. The
theory involves the assumption that the deformation is affine, i.e., that the primitive chain
is deformed in the same way as the macroscopic deformation (swelling) of the sample.
Accordingly, the premise is required that the swollen coal is uniform in the segmental scale
when we relate the macroscopic swelling to the molecular characteristics such as cross-link
density. Based on the '"H NMR transverse relaxation characteristics, however, it was found
that the hydrogens in pyridine-swollen coals could be divided into two groups: those whose
relaxation was characteristic of solids and those whose relaxation was characteristic of
liquids. Barton et al. ? reported that the 'H NMR transverse relaxation signals measured
at ambient temperature for bituminous coals swollen by deuterated pyridine, show that up
to ~60% of the coal molecular structures can be sufficiently destabilized to become mobile.
Therefore, at least 40% of the coal hydrogen remains in rigid molecular structures and is
characterized by an NMR signal component that is similar to the signal for the corresponding
dry coal. This result demonstrates that the swollen coal can be recognized to have a phase
separated structure involving solvent rich phase and apparently solvent impervious phase.
However the scale of heterogeneity in the swollen coals is presently not fully understood.

In spite of its indirect character, measurements of 'H spin diffusion by pulsed NMR
have proven to be a useful technique for evaluating the compatibility of polymer blends *®
and the microdomain structure of multiphase polymers. ™' When a nuclear system is
disarrayed from equilibrium in an NMR experiment, the excess spin energy acquired by the
resonant nuclei can remain in the spin system for a long time compared to transverse
relaxation time, T, before being transferred to the lattice. This follows directly from the
fact that longitudinal relaxation time, T}, is much larger than T, in solid materials. 2
During this time the spin energy can disperse between neighboring nuclei by energy-
conserving “flip-flop” spin transitions. This process is termed spin diffusion and may
provide observable energy transport over distances of several tens of nanometers. For the
coal swollen by the saturation of deuterated pyridine, there exits at least two distinct
morphological regions in the NMR sense. In such a case, owing to their state of motion,
certain regions or sites responsible for the mobile phase provide exceptionally efficient
transfer of energy to the lattice, while the rigid component weakly coupled to the lattice,
can exhibit molecular motions that disfavor relaxation. It is possible, through the mechanism
of spin diffusion, for the component that is tightly coupled to the lattice to relax other
resonant nuclei in the spin system either totally or partially. By analyzing the spin diffusion
process under an appropriate initial and boundary conditions, we can estimate the diffusive
path length, and then get an information about the domain size of each phase.

In this study, the phase separated structure of solvent swollen coal is characterized
thorough its property of proton flip-flop spin diffusion. Six coals of different rank swollen
by the saturation of deuterated pyridine were subjected to 'H NMR relaxation measurements.
The NMR experiments provide transverse relaxation time, T, longitudinal relaxation time,
T, and that in the rotating frame 7', . The time dependency of the spin diffusion is also
monitored by Goldman-Shen pulse sequence. The dimension of a heterogeneity of the
swollen coal is evaluated by analyzing the spin diffusion process.

EXPERIMENTAL

Samples. Four Argonne Premium Coal Sample Program (PCSP) coals ® and a brown coal
"were used as coal samples. Their particle sizes were finer than 150 gm. They were dried
under a pressure of less than 1 Pa at 333 K for 48 h, which is long enough to attain a
constant weight. The elemental composition, ash and water contents, and swelling ratios of
the coal samples in pyridine or pyridine/CS, mixed solvent are listed in Table 1. The coal
sample was weighed and transferred to an NMR tube with a 10 mm o.d. The mass of the
sample was 0.3 g. A 0.5 g of fully deuterated pyridine, Py-d;, (Aldrich, 99.99% atom D) was
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then added to the sample and the tube was sealed under pressure of less than 2 Pa while
frozen with liquid nitrogen. A mixture of Py<d, and CS, (1:1 by volume) was also used as a
solvent for UF coal. The coal-solvent mixtures were stored at 303 K for at least 4 months
before the NMR measurement. Styrene/divinylbenzene copolymers (St/DVB, crosslink
density, 2, 4, and 8%) swollen in benzene-d; were also prepared.

'H NMR. NMR measurements were carried out at 303 K using JEOL Mu-25 NMR
spectrometer equipped with spin locking unit operating at a proton resonance frequency of
25 MHz. The solid-echo pulse sequence, 90°,-7-90°, (90° phase shift) provided an approximation
to the complete free induction decay (FID). Typical values for the pulse width, pulse
spacing, repetition time and number of scans were 2.0 us, 8.0 us, 6 s and 32, respectively.
The saturation recovery pulse sequence, 90°,-t-90°, was used to monitor the recovery of the
magnetization with the pulse separation time, ¢ and provided T,. T, was measured by the
so-called spin-locking pulse sequence, that is 90°, pulse is followed by a reduced amplitude
pulse, sustained for a time ¢ and phase shifted 90°. The magnetization remaining at time ¢
is monitored by observation of the free induction signal. Rotating frame measurements
were made at radiofrequency field of 6 G. Spin diffusion was monitored by the Goldman-Shen
pulse sequence. ** The original pulse sequence was modified as 90° -£,-90° £-90°,-7-90°,
according to Tanaka and Nishi " in order to avoid the dead-time effect after the pulse

RESULTS AND DISCUSSION

Transverse relaxation characteristics. The natural logarithm of the FID curves for the
dried and swollen YL coal are drawn as a function of decay time in Figure 1(a). Although
the solvent swelling enhance the fraction of slowly decaying components, a portion of coal
hydrogen remains rigid. The observed FID was assumed to be expressed by the following
equations and numerically analyzed by nonlinear least squares methods.

18) = I£0) exp [-£2T,5%] + 1,,(0) exp [-t/Ty,, 1 + I,(0) exp [-£/T;,] @

where I(#) and [;(¢) are the observed intensity at time #, and that attributed to component i ,
respectively, and T, is the transverse relaxation time of the i th component. The fraction of
hydrogen producing exponential decays, H,,, are listed in Table 2. H_ for the swollen coal
samples range from 0.2 to 0.6, and T,; value is similar to that for the corresponding dry
coal. In contrast, when exposed to benzene-dg, hydrogens in St/DVB crosslinked copolymer
are entirely converted to mobile hydrogens producing exponential decays, regardless of
cross link densities of St/DVB as illustrating in Figure 1(b). This indicates that solvent
penetrates thoroughly into St/DVB and it is likely to be deformed in a more or less uniform
fashion. For the swollen coal samples, it is clear that there are domains which do not swell
and are not penetrated by solvent as shown schematically in Figure 2. The phase structures
of the swollen coal are separated into at least two phase, i.e., solvent rich (SR) and solvent
impervious phase (SI). Brenner ® studied the changes in optical anisotropy of dry and
solvent-swollen thin section samples of a bituminous coal. He found that the natural
optical anisotropy was completely relaxed by immersion of the coal in pyridine. These
different experimental techniques, i.e., '"H NMR and optical microscopy, produce different
conclusion on the phase structure in the solvent-swollen coal. This contradiction seems to
be responsible for the difference in the spatial resolution between these experimental
techniques. The optical microscopy technique can hardly detect heterogeneities whose
spatial dimensions are less than the optical wavelength (400~700 nm). Therefore, the
dimension of heterogeneities of the swollen coal must be smaller than ~700 nm.
Longitudinal relaxation characteristics and spin diffusion. To examine whether the
spin diffusion process is active or not in the swollen coal samples, proton longitudinal
relaxation was measured both in the laboratory and rotating frame. Figure 3 (a) shows the
result of T, measurement for the swollen UF coal. T, is almost composed of one component
while T’ can be analyzed by the sum of two exponential functions as shown in Figure 3 (b).
From these results, one can clearly understand the effect of spin diffusion. T, signals are
composed of three components without the effect of spin diffusion while Ty, and T,
measurements are affected strongly by spin diffusion and the number of the components
decreases from T, to T,. The existence of at least two time constants for a rotating frame
longitudinal relaxation process i.e., T\, in a system means that spin-diffusion processes
cannot effectively average the dlﬂ'erent dynamical properties of protons in different spatial
domains on the relevant time scale of the specific relaxation process. On the other hand, in
the time scale of T, measurements, the distinctly separated spin systems were sufficiently
averaged by the spin diffusion. The scale of spatial heterogeneities of the swollen coals can
be estimated by evaluating the diffusive path length, L, i.e., the maximum linear scale over
which diffusion is effective. The approximate expression is

L =(2dDty* @

where d is spatial dimension, i.e., the degree of freedom of diffusion, D is diffusion coefficient,
and ¢ is characteristic time for dlfﬁxswn d is one, two, and three corresponds to the domain
shape of lamella, cylinder and sphere, respectively. It has been shown that in a regular
lattice with lattice constant a, the spin diffusion coefficient due to dlpolar spin flip is given
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D=0134"JM, ®

where M, is the second moment of the NMR line shape. For both Gaussian and Lorentzian
line shapes, /M, = T,. For a regular lattice, D can be principally calculated from eq 3, but
since the lattice constant is an ill-defined quantity for disordered materials like coals, a
theoretical value can only be estimated by .

D =0.13a"%T,, 4

where a” is the average of the square of distances between adjacent protons in the solvent
impervious domain. Because of the lack of information on the molecular structure of coal, it
is impossible to accurately determine @’. However, @° of the coal samples can be estimated
semiquantitatively from the data of true densities evaluated by helium pycnometory '® and
hydrogen contents of the corresponding dry coal ** by assuming a cubic lattice of hydrogens.
In Table 2, the estimated values of D are listed. D range from 5.1x10"% to 6.2x10""? cm%s
and have the same order in many organic polymer systems. The observed longitudinal
relaxation time corresponds to the characteristic time ¢. By assuming d is 3, we can
estimate L as 40 nm from eq 2 for UF/Py-d;. Therefore the linear dimension of the
structural heterogeneity in UF/Py-d; is certainly less than 40 nm on the basis of T| data.
Following the same procedure for the T}, data the lower limits of the heterogeneity can be
estimated to be 1 nm from the short T,, For UF/APy-d; + CS,), the limiting size in
heterogeneity can be estimated as 1 - 20 nm. Recently, Xiong and Maciel I studied the
proton longitudinal relaxation characteristics in dry coal using a solid state high resolution
NMR technique. They found two T, values for the three kind of bituminous coals, which
indicates the existence of structural fxeterogeneity in the coals on a spatial scale of at least
of 5 nm. While these estimates are crude they nevertheless provide some information of the
maximum diffusive path lengths probed by the NMR experiment when spin diffusion is
operative. The Goldman-Shen pulse sequence was thus employed to monitor the spin
diffusion process. The advantage of the Goldman-Shen experiment is that the time for spin
diffusion can be arbitrarily varied, and if this time is much less than T, the analysis is
straightforward.

Goldman-Shen experiment. The Goldman-Shen experiment is a technique to put the
separate spin systems at different spin temperatures and then sample them as a function of
time so that their approach to equilibrium can be followed. The modified Goldman-Shen
pulsesequence usedin this experiment is shown in Figure 4. During time 7, the magnetization
in the SI phase has decayed to zero, while there is still sufficient magnetization in the SR
phase. During the pulse interval ¢, spin diffusion through the magnetic dipolar coupling
occurs from the SR phase to the SI one. The third 90° pulse rotates the magnetization into
the transverse plane for observation and the final 90°, pulse creates the solid echo. The
typical decaying signals after the Goldman-Shen pulse sequence observed in IL/Py-d, for
various values of the pulse interval ¢ are shown in Figure 5. The recovery of the fast
decaying component is observed. The recovery factor, R(¢), of the magnetization of SI phase
can be defined as

M- Mt —~0)

R(t)=
M(t —~ @) - M(t — 0)

5)

In Figure 6, R() is plotted versus t 2 for the solvent-swollen BZ and PT coal. The time
evolution of R(¢) is analyzed by the diffusion equation solved by Cheung and Gerstain ° to
get information on the domain size. The transfer of the magnetization in solids via dipolar
spin flip interaction may be described by the spin diffusion equation

-gm(r, &) = DV ’m(r,t) ®)

where m(r,t) is the local magnetization density at site r and time ¢. The differential
equation is then solved according to the appropriate boundary and initial conditions. The
analytical solution of eq 6 due to Cheung and Gerstain'is

R(®) = 1- 9 ()p,(Dp, ()
2. (&) = exp(Dt /b Jerfe(Dt /5" )" for a = x,y,2 Q)

where b is the mean width of domains in SR phase. The quantity (D/ b «)"'? was considered
as an adjustable parameter. The solid curves in Figure 6 represent the nonlinear least
squares fits to the data by using eq 7. The results for the analytical fits are listed in Table
2. These calculations indicate that the SR phase domain in the swollen coals have sizes
ranging from several to 20 nm. The size seems to become smaller with decreasing coal
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rank. The information on the morphologies of the domains is necessary to estimate the
domain size adequately. However there is presently little information available on the
shape of domains in the swollen coal. & is the mean width of domains in SR phase and
would corresponds to the distance between the domains in SI phase. Cody and Thiyagarajan
1 estimated the interdomain spacing of a pyridine-swollen bituminous coal to be approximately
15 nm by the small angle neutron scattering technique. This value agrees well b of the
swollen bituminous coals, i.e., IL, PT, and UF coals, which were evaluated under the
assumptions that the domain shapes are cylinder or sphere.
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Table 1 Properties of Coal Samples.

Coal (Symbol) C H N 8§ o0° ash Swelling ratio ¢
[wt% daf ® coal] [wt% mf *coal] Pyi-] Py/CS,[-}
Yallourn YL) 650 46 06 02 296 575 2.7
Beulah Zap (BZ) 729 48 12 07 203 32.2 2.2 2.0
Illinois#6 (IL) 777 50 14 24 135 8.0 2.8
Pittsburgh (PT) 832 53 16 09 88 93 2.4
Upper Freeport (UF) 855 4.7 16 07 175 13.2 1.0 19

® by difference. ° dry-ash-free. © moisture-free. ¢ determined by the method proposed by
Green et al.

Table 2 Domain Size of Solvent Rich Phase.

Sample Solvent SC*® H_°[} D10 Zem %s] b [nm}
: 1-D 2-D 3-D

YL Py 175 056 - - - -
YL Py 350  0.60 5.7 2 5 8
BZ 175 044 62 2 5 8
BZ py/CS, 181 0.34 - - - -
L py 175 055 56 5 12 19
PT Py 175 051 55 5 12 21
UF Py 175 020 - - - -
UF py/CS, 181 0.45 5.1 5 10 16

St/2%DVB  benz 4.75 1.00 -
St/4%DVB  benz 2.31 1.00 - - -
St/8%DVB  benz 2.31 1.00 - -

® Mass ratio of solvent to coal or polymer. ® Fraction of mobile hydrogen producing
exponential decays.
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INTRODUCTION

For many years the "standard model" for coal structure has essentially
considered most coals to consist of covalently cross-linked networks with a cross-
link density and sol fraction that varies systematically with rank (this model
excludes arthracites and other high rank coals that are more graphitic in their
structure). It has also been proposed that certain types of secondary forces, such
as hydrogen bonds or charge-transfer complexes, can act as cross-links, although
with respect to hydrogen bonds we disagree with this viewpoint (1). There is also
an alternative model, proposed a few years ago, that places even more weight on
the role of non-covalent interactions, proposing that most coals are associated
structures held together by these secondary interactions acting in some undefined
co-operative manner (2-6). These different views of coal structure remain to be
resolved.

One of the problems with characterizing coal, particularly the nature of its
network structure, is that crucial parameters such as the cross-link density can only
be measured indirectly by techniques such as swelling and by recourse to a
theoretical model. The most widely used model has been that originally proposed
by Flory and Rehner, modified in various ways by different workers over the years
to account for the specific character of coal (a high cross-link density, hence
"short" chains between cross-linked points, and the presence of strong specific
interactions such as hydrogen bonds, see reference 7 and citations therein). What
is clearly needed is a model, highly cross-linked system where the cross-link
density is known or can be measured directly, thus allowing an experimental test
of the validity of various approaches. Here we will propose the use of phenolic
resins and present preliminary results that demonstrates the close resemblance of
the properties of these materials to coal.

RESULTS
The nature of phenolic resins

Ordinary phenol/formaldehyde resins were the first true synthetic polymers
produced commercially (as opposed to chemically modified natural polymers) and
were called Bakelite. Depending upon reaction conditions either novolak or resol
resins can be produced, the former essentially consists of branched oligomers of
phenol units, linked by methylene bridges at their ortho and meta (to the hydroxyl
group) positions, as illustrated in figure 1. These materials are not cross-linked, in
the sense of forming a densely interconnected network of units through covalent
linkages. Resols, on the other hand, form methylol (CH,OH) groups and their
synthesis does lead to a densely cross-linked network, as illustrated in figure 2.

At least superficially one recognizes an immediate correspondence to the
"standard model" structure of coal; aromatic clusters linked by methylene and
some ether units. Coal, of course is far more heterogeneous, containing larger
aromatic units, many of which are heterocyclic, and these are presumably linked
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by a broader range of "bridge types" (e.g. ethylene). This is reflected in the
infrared spectrum, as can be seen in figure 3, where the spectrum of a simple
phenol formaldehyde resol is compared to that of a randomly chosen coal. The
bands present in the coal spectrum are generally broader, the aromatic “ring-
breathing” mode in the resol near 1600 cm™ is much weaker, as is the aliphatic
stretching modes near 2900 cm™'. Methylene bridges between aromatic units
clearly absorb very weakly (but it is well known that the absorption coefficient for
CH, stretching increases as CH, units are linked to form longer aliphatic chains).
However, the situation becomes much more interesting if we increase the level of
complexity of the system just slightly.

Figure 4 compares the spectrum of a phenol/dihydroxynaphthalene/
formaldehyde copolymer (50:50, meaning 50% phenol and 50%
dihydroxynaphthalene) to that of a coal. Because of the multiplicity of linkage
sites on the naphthalene ring, we produce an apparently densely cross-linked
network even under conditions used to synthesize novolaks based on phenol alone.
The infrared spectrum of this resin is now strikingly similar to that of the coal, the
principal differences being in the aliphatic CH stretching region (the bands in the
synthetic resin are much weaker) and the C-O stretching region (1200-1300 cm™)
where the resin absorbs more strongly than coal because of its higher OH content.
The spectra can be made even more similar by chemical "tinkering”. For example,
if we copolymerize with p-cresol instead of phenol, bands in the CH stretching
region become more prominent, and so on. However, space does not permit us to
explore this here. Next we will briefly describe our synthetic procedure, which we
used to produce a range of copolymers, then briefly summarize the results of
solvent swelling and extraction experiments, which again bear a striking
resemblance to those obtained from coal.

Synthesis

Appropriate quantities of phenol, 1,5-dihydroxynaphthalene and oxalic acid
were first dissolved in water. The mixture was then stirred and preheated at 65°C
for 30 minutes. Formaldehyde was then added and the mixture was refluxed at
100°C for 2-3 hours. As the polymerization proceeded the solution or suspension
gradually changed color. Finally, water was then removed by heating under
vacuum at a temperature of 200°C. The resulting resin is a black solid copolymer,
only partially soluble in solvents such as pyridine, THF and NMP.

The samples were characterized by '*C nmr, FTIR and pyrolysis GC/MS.
The latter results were particularly interesting because we have always been
concerned that reactions leading to larger aromatic clusters could occur when this
technique is applied to coal. We had no evidence for this in our studies of the
synthetic resins. The details of this characterization work will be presented in a
separate publication.

Extraction and Swelling Experiments

Extraction and swelling experiments were performed on the resins using the
usual techniques applied to coal. In these initial experiments the solvent used was
pyridine. Swelling experiments (measured on ground particles placed in a
graduated cylinder) were performed on the extracted material. The results are
presented in Table 1.

It can be seen that an ordinary resol has 32% pyridine soluble material and
swells to approximately twice its original dimensions in pyridine, very similar to
results obtained with coals like Illinois #6. Copolymers synthesized with
dihydroxynaphthalene units behave similarly at low concentrations of this co-
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Substituting p-cresol, which can only polymerize in a linear, non-branched
fashion, for phenol, restores much of the extractability.

CONCLUSIONS AND RAMIFICATIONS

We have synthesized resins that mimic the spectroscopic, swelling and
solubility characteristics of coal. The crucial point is that we start with a
knowledge of the structure of these materials and whether or not they are
covalently cross-linked. We are comparing the behavior of these materials in
various solvents as a means to determine the role that association through
secondary forces plays in swelling and solubility. Although the cross-link density
of these resols is not known (but could possibly be estimated by the pattern of
linkages revealed by the aromatic CH out-of-place bending modes in the IR
spectrum), it is a relatively easy task to chemically cross-link initially oligomeric
novolaks with labeled compound and measure this parameter directly. We believe
this approach will prove valuable in sorting out various models of coal structure
and the role of secondary interactions such as hydrogen bonds.
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Table 1
Extraction Swelling
Sample Yield in Pyridine Ratio
%
Resol (phenol formaldehyde 32% 2.06
PDHNF20 42% 2.01
PDHNF30 12%
PDHNF40 6%
PDHNF50 6% 1.74
PCDHNF50 35%
PDHNFX = Phenol-co-dihydroxynaphthalene/formaldehyde copolymer

with x wt% of dihydroxynaphthalene.
PCDHNFX

p-cresol-co-dihydroxynaphthalene/formaldehyde copolymer
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Figure 2. Schematic representation of part of the structure of a cured
phenolic resin.
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INTRODUCTION

The extraction of bituminous coals with carbon disulfide / N-methyl-2-pyrrolidinone (CS2 /
NMP) mixed solvent (1:1 by volume) was found to give very high extraction yields it room
temperature (1). We have also found that the addition of a small amount of various additives
such as tetracyanoethylene (TCNE) and ‘p-Phenylenediamine(p-PDA) to the mixed solvent
increases the extraction yields greatly(2,3). For example, the yield of the room temperature
extraction of Upper Freeport coal with the 1:1 CS2 / NMP mixed solvent increases from 59 wt%
(daf) to 85 wt% (daf) by adding only 5% (based on coal) of TCNE to the mixed solvent(2).
Recently inorganic salts of chloride and fluoride are found to be also effective for the increase of
the extraction yields.

We have also found (4) that when the extracts obtained with the CS2/NMP mixed solvent were
fractionated with pyridine to yield pyridine-insoluble (PI) and —soluble (PS) fractions, part of PI
became insoluble in the mixed solvent, though it is a part of the extracts with the mixed solvent.
By the addition of a small amount of the additives such as TCNE, tetracyanoquinodimethane
(TCNQ) or p-phenylenediamine to the mixed solvent, Pl became soluble in the mixed solvent.

While, swelling and viscoelasticity behaviors of coal show that coal has a kind of
macromolecular network structure. The changes of reactivity and product selectivity of coal by
heat or solvent treatment were often explained by the changes of this network structure. But the
nature of the macromolecular network structure are still unknown. Although covalently
connected crosslinking structures are often assumed, the evidencces for them are not enough.
Recent works, including our results, suggest that for some bituminous coals, large associates of
coal molecules i.e., non-covalent (physical) network are a better network model than the covalent
one. Coal extracts and coal derived liquids are-known to readily associate between themselves to
form complex associates (5-8). ’

Solubility limit of coals, i.e., how high extraction yields can be obtained without the breaking of
covalent bonds is one of the key points to clarify a kind of network bonds, i.e., covalent or non-
covalent (physical) networks. If coal consists of highly developed covalent networks and low
molecular weght substances occuluded in them, coal extractability is low, as observed in the
extractions with conventional solvents such as pyridine.  However, 85wt% of the extraction
yield obtained for CS2 / NMP / TCNE solvent system described above suggests that Upper
Freeport coal has little covalent networks.

In this presentation the effect of various additives on extraction yield of coal, and solubility of the
extract component (Pl) in the mixed solvent was reviewed including recent results.
Mechanisms for the enhancement of the extraction yield and the solubility by the additives are
discussed.

EXPERIMENTAL

Extraction of coals with CS2 / NMP mixed solvent

The coals used in this study are shown in Table 1. A coal was extracted with CS, / NMP mixed
solvent (1.1, volume ratio) under ultrasonic irradiation repeatedly at room temperature (1) with
or without an additive. The extract obtained was fractionated with acetone and pyridine,
respectively, to give acetone-soluble(AS), pyridine-soluble and acetone-insoluble(AI/PS), and
pyridine-insoluble(PI) fractions. Solubility of PI in the mixed solvent was examined at room
temperature under ultrasonic irradiation with or without an additive.



RESULLTS AND DISCUSSION

Effect of Additives on Extraction Yields of Coals

Tables 2 - 4 show the yields of the extractions of Upper Freeport coal with the CS,/NMP mixed
solvent with electron acceptors, donors (aromatic amines), and halogenide salts, respectively.
Table 2 shows the effect of an electron acceptors, together with their electron affinity, which is a
measure of the electron acceptability of electron acceptor. Table 2 shows that only TCNE and
TCNQ gave high extraction yieldsas expected from their high electron affinities. However,
other electron acceptors used here do not show the extraction yield enhancements. Table 3 also
shows that the effectiveness of electron donors is not an order of their electron donatability, since
N,N,N’,N'-tetramethyl-p-phenylenediamine (TMPDA), which is the strongest electron donor,
gave much lower yield than other donors. The results for halogenide salts in Table 4 indicate that
a kind of halogenide anions affects the extraction yields, i.e., the yields increased in the order;
F>CI>Br>], and little change between Li and tetrabutylammonium cations.

Table 5 shows the effect of the addition of tetrabutylammonium fluoride (TBAF) on the
extraction of various coals. Upper Freeport, Lower Kittanning, and Stigler coals incresed their
extraction yields with the CS,/ NMP mixed solvent by the addition of TBAF, but for Pttsburgh
No.8, Illinois No.6 coals the yields did not increase. For the addition of TCNE the same
tendency of the extraction yields were obtained for the five coals above (2).

Effect of Additives on Fraction Distribution of Extracts

Table 6 shows the fraction distribution of the extracts obtained from the extraction of Upper
Freeport coal with TCNE, p-PDA, and TBAF. Table 6 indicates that the increase in the extraction
yields is mainly due to the increase of the heaviest extract fraction, i.e., Pl, and little increase in
the lighter fractions of AS and Al/PS.

Effect of Additives on Solubility of Extract Fraction

Tables 7 and 8 show the effect of electron acceptors and donors (aromatic amines) on the
solubility of Pl in the CS, / NMP mixed solvent, respectively. Table 7 shows a similar tendency
as the effect of electron acceptors on the extraction yiellds (Table 2), i.e., only TCNE and TCNQ
are effective for the increase in the solubility of PI. Table 8 shows that aniline and p-
PDAincreased the solubility of Pl greatly, and especially p-PDA is as effective as TCNE and
25mg (0.23mmol)/g-Pl increased about 40% of the solubility.

Mechanisms for the enhancement of the extraction yield and the solubility by the additives

The solubility increase of P1 by TCNE addition, and also the increase in the extraction yield are
considered to be caused by the breaking of noncovalent bonds in aggregates among coal
molecules(8), since the effect of TCNE addition is reversible, i.e., PI’, which is considered to be
free of TCNE by washing the TCNE-solubilized Pl by pyridine, is again partly insoluble in the
mixed solvent, and it becomes almost completely soluble by the re-addition of TCNE. From
similar behaviors of the other additives toward a kind of coals and fraction distribution of the
extracts as TCNE they also solubilize coal by the same mechanism as TCNE.

The 1:1 CS2-NMP mixed solvent can break the weak non-covalent bonds which are not broken
convensional solvents such as pyridine. The additive such as TCNE and p-PDA in the mixed
solvent, which has strong interaction with coal molecules, can break even the strong noncovalent
bonds. A kind of interactions between the additives and coal molecules are not clear, but the

results here suggest that charge-transfer (donor-acceptor) interaction may not be a main
interaction.

The additives such as TCNE, p-PDA, and TBAF is very efficient for the extraction yield
enhancement of Upper Freeport coal. For example, the addition of TCNE more than 0.05g to
1g of the coal reached an almost constant extraction yield of about 85 wi% (daf). Using the
structural parameters of fa and degree of aromatic ring condensation for Upper Freeport coal
reported by solum et al.(9), 0.05g of TCNE per lg of coal is calculated to correspond to |
molecules of TCNE per about 8 aromatic clusters of the coal. The reasons why these additives
are so effective, and the effectiveness is depend on a kind of coals are not clear, though all the

coals which increase their solubility remakably by the additives contain much of the heaviest
extract fraction, PI. .

These results obtained strongly suggest that at least some bituminous coals, which gave very high



extraction yields with the CS2/NMP/additive solvent, have chemical structure consisting of
complex mixture of the aggregates among coal molecules, and having no giant covalently bound
cross-linked network.

CONCLUSIONS

The effects of various additives on the extraction yield of coals and the solubility of extract
fraction were investigated. The additives such as TCNE, p-PDA, and lithium and ammonium
salts of fuloride and chloride are found to be very effective for the increase in the extraction yield
and the solubility of the extract fraction. A mechanism that noncovalent bonds in the aggregates
among coal molecules are broken by the additives is proposed.
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Tablel. Analysis of coals

Coal Ultimate analysis(wt%,daf) Ash(w1%,db)
c H N oS’
Sewell‘B’ 884 5.3 14 49 46
Upper Freeport 86.2 5.1 1.9 6.8 13.1
Lower Kittanning 84.0 5.6 1.7 8.7 9.0
Lewiston Stockton 829 5.4 2.0 9.7 19.6
Pittsburgh No.8 82.6 5.5 2.1 9.8 87
Stigler 778 48 1.5 159 1.7
1linois No.6 76.9 5.5 19 15.7 15.0

* By difference

Table 2. Effect of the addition of electron acceptors on extraction yxelds of
Upper Freeport coal together with their electron affinity

additive® Ectraction yield  Electron affinity
(wi%) (eV)
None 64.6 -
TCNE® 85.0 22
TCNQ* 80.0 1.7
DDQ 49.8 1.95
1,2,4,5-Tetracyanobenzene 44.4 04
p-Benzoquinone 393 0.77
2,6-Dichloro-p-benzoquinone 49.7 1.2
p-Chloranil 455 1.37

* CS,/NMP mixed solvent (1:1 by volume), room temperture
¥ 0.2mmol/g-PI of an election acceptor, ° Tetracyanoethylene
47,7,8,8-Tetracyanoquinodimethane, ° 2,3-Dichloro-5,6-dicyano-p-benzoquinone




Table 3.Effect of the addition of electron donors(aromatic amines)on extraction
yields® of Upper Freeport coal together with their ionization potential

Additive® Extraction yield ~ lonization potential
(wt%,daf) (eV)

None 51.4

aniline 723 7.7

p-PDA® 813 6.87

TMPDA® 61.4 6.5

melamine 61.8 -

* CS,/NMP mixed solvent(1:1 by volume), room temperature
® 25 mg/g-coal of an electron donor
° p-phenylendiamine, "N,N,N’,N’-tetramethyl-p—phenylenediamine

Table 4. Effect of the addition of halogenide salts on extraction yields* of Upper

Freeport coal
Additive Extraction yield Additive Extraction yield
(immol/g-coal) (wt%,daf) (mmol/g-coal) (w1%,daf)

None 56.4, 59.8 (n-butyl),NH,F 839
(0.25)

LiCl 81.7 (n-butyl),NH,CI 78.8

(0.24) (0.25)

LiBr 68.7 (n-butyl),NH,Br 61.8

(1.0) (0.25)

Lil 60.9 (n-butyl),NH1 59.3

(1.9 ) (0.25)

* CS,/NMP mixed solvent(1:1 by volume), room temperature

Table 5. Effect of the addition of TBAF on the extraction yields® of various coals and fraction distributions
of the extracts

Coal TBAF Extraction yield Fraction distribution(wt%,daf)
(wt%,daf) AS PS Pl
Upper Freeport None 60.1 82 25.0 26.9
0.25mmol/g-coal 82.4 11.5 12.7 58.2
Lower Kittanning None 387 6.3 27.1 5.3
0.2 Smmol/g-coal 63.7 9.4 17.9 36.4
Pittsburgh No.8 None 435 12.3 30.0 1.2
0.25mmol/g-coal 39.9 11.8 23.4 4.7
Stigler None 21.2 6.1 14.5 0.6
0.25mmol/g-coal 62.4 6.4 17.2 38.8
1linois No.6 None 279 7.8 19.1 1.0
0.2 Smmol/g-coal 274 10.0 16.8 ) 0.6

* CS,/NMP mixed solvent(1:1 by volume),room temperature
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Table 6. Fraction distribution of the extracts obtained from the extraction®
of Upper Freeport coal with the additives

Additive extraction yield fraction distribution of the extract
(wt%,daf) (wt%,daf)
AS Al/PS P1
none 60.1 82 25.0 26.9
TCNE 85.0 10.5 285 47.0
p-PDA 813 9.8 23.1 48.4
LiCt - 83.6 10.2 16.1 57.3
TBAF 82.4 11.5 12.7 582

"CS2/NMP mixed solvent(1:1 by volume), room temperature

Table 7. Effect of the addition of electron acceptors on solubility® ofpyridine-insoluble.
extract (PI)

Solubility of PI (w1%) Electron affinity

Additive® P1 from Upper PI from Zao V)
Freeport Coal Zhuang Coal

None 66.4 51.0 -

TCNE® 99.5 99.5 2.2
TCNQ® 94.3 81.0 1.7
DDQ* . 88.8 53.8 1.95
1,2,4,5-Tetracyanobenzene 712 477 04
p-Benzoquinone 76.1 44.1 0.77
2,6-Dichloro-p-benzoquinone 67.4 37.0 1.2
p-Chloranil 51.8 34.8 1.37

e CS,/NMP mixed solvent (1:1 by volume), room temperture

® 0.2mmol/g-PI of an elect; pn acceptor, ° Tetracyanoethylene
47.7.8.8-Tetracyanoquinodimethane, °2,3-Dichloro-5,6-dicyano-p-benzoquinone

Figure 8.  Effect of the addition of electron donors (aromatic

amine) on solubility® of pyridine-insoluble extract fraction (PD)
from Upper Freeport

Additive® Solubility of PI lonization potential
(wt%) (V)
None 55.1 -
aniline 85.4 7.7
o0-PDA 91.8 7.2
m-PDA 85.1 7.1
p-PDA 96.5 6.9

* In CS,/NMP mixed solvent(I:1 by volume), room t
: y emperat
®25mg/g-P1 of an additive perature
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INTRODUCTION

After N-methyl-2-pyrrolidinone(NMP)-CS,(1:1, v/v) mixed solvent was found having the
magic ability to dissolve coal up to about 60wt% based on daf coal', the seeking for higher
solubility of coal has never stopped. Enhancement of the coal solubility by adding additives is
our way. Up till now, more than 10 additives including electron acceptors and donors were
examined”®. Electron acceptors, Tetracyanoethylene(TCNE) and  7,7.8,8-Tetracyano-
quinodimethane(TCNQ) were found to be two powerful additives. However, the mechanism is
still not clear. Previous studies on the mechanism have been concentrated on the charge-transfer
complex formation between additives and coal leaving the role of the solvents out of focus®*".
However, the attempt to correlate the solubility of coal and the electron acceptor-ability was not
successful. Therefore, other mechanism must be involved. In this work, solvent was found
strongly related to the mechanism of TCNE/TCNQ to increase the coal solubility.

The conclusion of charge-transfer complex formation between coal and TCNE/TCNQ was
drawn from the IR shift of vy in TCNE/TCNQ when they were mixed with coal in solvent. We
have reported that the coal containing TCNE deposited from NMP-CS,(1:1, v/v) mixed solvents
had a pair of IR band at 2200cm”’ and 1500cm™ % Initially, the band at 2200cm™ had been
proposed arising from charge-transfer complex between TCNE and coal®. However, further
investigation found that the two IR bands arisen from the reaction product of TCNE and NMP,
i.e., NMP 1,1,2 3,3-pentacyanopropene saltNPCNP). TCNE does not exist as a neutral molecule
in NMP, instead, an anion derivative of TCNE was formed, which may be the key component to
enhance the coal solubility. Addition of NPCNP was found also effective for the coal solubility
increase.

In the case of TCNQ, the interaction of TCNQ with coal aromatics seems to be related to the
solvent used. TCNQ radical anion generated in NMP may be an intermediate of TCNQ
interaction with coal aromatics. The extent of TCNQ interaction with coal aromatics depends on
the structure of aromatics.

EXPERIMENTAL

UV spectral properties of TCNE/TCNQ in various solvents were measured on HITACHI
U2000 UV spectrometer with 1 ¢m quartz cell. FTIR spectra were recorded on JASCO FT/IR-
8300 spectrometer using KRS-5 or KCl cell(thickness of 0.1mm), 16 scans at resolution of 4cm™.
NMR measurement was carried out on JEOL JNM-LA400 spectrometer. CDCl; was used as
solvent. All the solvents used for spectral analysis are spectrophotometeric grade. “Anhydrous”
NMP was dehydrated by 4 A molecular sieves overnight.

The procedure of the reaction of TCNE with NMP in the presence of water referred to that of
TCNE reaction with pyridine in the presence of water’, but it was carried out at room
temperature. 30mL acetone containing 6.3g TCNE was added into 100m! NMP containing 10%
water under N, protection. After the reaction, acetone and NMP were removed via a rotary
evaporator at 40°C and large volume of diethyl ether was decanted into reactor. A yellow solid
was obtained(yield, 58wt%, based on raw product). Recrystallization of a portion of the solid
from diethyl ether gave a yellow crystal of I, mp 51-52°C: UV-visible(NMP) A, nm(log £ )
400(4.41), 418(4.40); FTIR(thin film, em™) 1519V c.g), 2203(V coy); (liquid film) 2199(in
NMP, v c=y); 'H-NMR(CDCL;) 6 3.70, 3.06, 2,77, 2.24ppm, a broad and weak peak at
7.5~11ppm downfield shift as the increase of concentration of I; *C-NMR(CDCI,) § 178.32,
135.60, 116.70, 114.06, 113.78, 57.91, 51.95, 31.26, 30.46, 17.38ppm. Anal. Calcd for NMP-
1,1,2,3,3-Pentacyanopropene salt(l, C,sH,N,Q,): C, 59.02%; H, 5.29%; N, 26.75%; O, 8.78%.
Found: C, 59.18%; H, 5.46%; N, 26.78%; O, 8.74%.




RESULTS AND DISCUSSION

The shift of stretching frequency of C=N(vg,) of TCNE in some solvents indicates that
TCNE may react or interact with solvents(Table 1). In acetone and THF, almost no shift was
observed. The small shift in toluene is attributed to the formation of charge-transfer complex of
TCNE with toluene. However, the large shift of v, in NMP indicates that TCNE does not exist
as a neutral molecule in this solvent. Instead, a new substance may be generated by the reaction
of TCNE with NMP. In dehydrated NMP, v, shifts to 2338cm™ arose from complex of
TCNE-NMP, while in commercial NMP(used for extraction) containing very small amount of
water(estimated from the hydroxyl band) the v ¢ band appears at 2199cm™', which indicates the
presence of PCNP anion.

Figure 1 shows the change of UV spectra of TCNE in NMP of different water content. In
dehydrated NMP, PCNP anion absorptions at 400 and 418nm are very weak. However, they are
increasing but the peak of TCNE-NMP complex at 298nm decreasing as the increase of water
content in NMP, indieating that PCNP anion is generated from the reaetion of TCNE with NMP
in the presence of water.

The reaction of TCNE with pyridine® or pyndone‘ 2 to generate PCNP anion was known 30
years ago, but the reaction of TCNE with NMP to generate the same anion is found first time.

Although this reaction needs water, commercial grade NMP used for extraction usually
contains small amount of water. Based on our experimental procedure, 1 gram coal or Pl was
added 0.2mmol TCNE in 60 mL NMP-CS, mixed solvent(1:1, v/v), 0.012wt% water in NMP is
enough for 0.2mmol TCNE to generate PCNP anion. Although we have not measured the water
content of the NMP, it is quite possible that 97% commercial grade NMP used for extraction
contains enough water for the reaction. Moreover, NMP is very easy to absorb water. It is very
difficult to remove all the water from NMP. Even dehydrated NMP was used, PCNP anion band
at 400 and 418nm is still observable(Figure 1) in TCNE-NMP system. This is probably due to
incomplete dehydration by molecular sieves or re-absorption of water during the operation. It
was also found that in commercial NMP, v o, of TCNE in NMP always shifts to 2199cm™'.
These results demonstrate that TCNE exists as PCNP anion in NMP but not neutral TCNE
molecule.

Based on the spcctral study, TCNE does not exist as a neutral molecule in NMP as well as in
the NMP-CS, mixed solvent. Instead, NPCNP is formed. The solubility of PI and its parent
coal(UF) in the NMP-CS, mixed solvent was examined by adding small amount of NPCNP. .
Figure 2 shows that the addition of only 0.04mmol/g-Pl NPCNP is enough to increase the
solubility of P1 from 54% to 96%; more NPCNP, 0.2mmole/g-PI, results in 99.9% solubilization
of Pl. The addition of 0.2mmol/g-coal NPCNP increases the UF coal solubility from 64.6% to
71.5%, which is closed to the increment by adding the same amount of TCNE®. Another PCNP
anion contained compound, Pyridinium 1,1,2,3,3-pentacyanopropenide, which was synthesized
from pyridine and TCNE in the presence of water®, was also found effective to enhance the
solubility of P1. The two experiments indicate that PCNP anion is the key component to enhance
the solubility of coal.

The mechanism of PCNP anion to enhance coal solubility is believed to be attributed to
breaking hydrogen bonding. NMR study confirms the possibility of this anion being able to
break the hydrogen bonding formed between pyridine and phenol. The details will be reported in
a paper submitted to Energy Fuels.

The UV-visible spectra property of TCNQ depends on solvent, as shown in Figure 3. It is
quite different in NMP and pyridine than in THF and chloroform. The peaks around 800nm, i.c.,
752,771 and 833, 854nm, were assigned to the TCNQ radical anion'*". Figure 3 illustrates that
TCNQ generates TCNQ radical anion in NMP and pyridine but not in THF and chloroform.

In the room temperature, the addition of aromatics into the NMP solution containing TCNQ
results in the change of its UV-visible spectrum. As shown in the Figure 4, the absorption of
TCNQ radical anion around 800nm disappeared as accompanied by appearing a new absorption
at 490nm, which may be arisen from the complex formed between TCNQ and aromatics.
However, when the aromatics were added into the mixtyre of TCNQ and chloroform,
chlorobenzene or THF, no such change occurs. The spectra are just a summation of the TCNQ-
solvent and aromatics. Accordingly, we can not deny the possibility that TCNQ reacts with
aromatics by the TCNQ radical anion as an intermediate.

The extent of TCNQ reaction with the aromatics depends on the structure of aromatics.
Phenanthrene reacts with TCNQ radical anton quickly, the peaks around 800nm disappeared in
several minutes after it was added into the mixture of TCNQ-NMP and a new peak at 490nm
appeared. However, anthracene, the isomer of phenanthrene, is hard to react with TCNQ anion
radical at room temperature. The spectrum has no change even after 180min. The larger size
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aromatics, pyrene, can react with th¢ TCNQ radical anion, but it takes longer time than
phenanthrene needed. The different distribution of n electrons on the aromatic ring may cause
the difference. Coal from different source and rank contains aromatics of different ring size and
structure, which may cause the selective effect of TCNQ for certain coal, e.g., TCNQ is effective
for some coals but not effective for others.

When pyridine insoluble fraction(P1) from Upper Freeport coal extracts(extraction with CS,-
NMP mixed solvent, 1:1 by volume) was used instead of pure aromatics to repeat the experiment
mentioned above, similar spectra changes were observed. As the reaction time increase, the
absorption of TCNQ radical anion around 800nm decreased but the absorption at 490nm
increased(see Figure 5). Based on the results of pure aromatics, aromatics in PI reacts with
TCNQ radical anion to generate a new complex(around 490nm) is concludeq.

CONCLUSIONS

The importance of solvent was noted in examination the mechanism of TCNE/TCNQ to
enhance the coal solubility. TCNE was found not to be existed as a neutral molecule in NMP.
Instead, it reacts with NMP in the presence moisture to generate 1,1,2,3,3-pentacyanopropene
(PCNP) anion, which is considered a key component to enhance the coal solubility by breaking
coal-coal interaction, e.g., hydrogen bonding. TCNQ generates TCNQ radical anion in NMP and
pyridine, which is an intermediate of TCNQ interaction with coal aromatics.
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Table §. List of TCNE in various solvent

solvent V on(em™)

blank 2260

acetone 2257 8
THF 2257 3
toluene 2252 g
NMP* 2338 E
NMP® 2199

°dehydrated by 4 A molecular sieves;

*commerical one(NMP content 97%)

containing small amount water(estimated

from the weak hydroxyl band in the 200 400 600 800 1000

spectrum).
Wavelength{nm)

Fig. 1. UV-visibile spectra of TCNE in NMP
containing water(mg/mL). a, 0; b, 15; ¢, 50
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Fig. 4. UV-visible spectra of aromatics(1 X
10”*moleL™) in §X 10 °moleL" TCNQ NMP
solution.

a, phenanthrene(reaction for 3 min); b,
pyrene(40 min); ¢, anthacrene(180 min)

Absorbance

300 400 600 800 1000
Wavelength(nm)

Fig. 3. UV-visible spectra of TCNQ in
various solvents.

Absorbance

400 600 800 1000
Wavelength(nm)

Fig. 5. UV-visible spectra of PI-TCNQ-
NMP-CS,(1:1, v/v) system.
a, 0 min; b, 30 min; ¢, 60 min; d, 90 min
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Molecular Size and Structure in Pyridine Extracts of Upper Freeport Coal
" as Separated by M41S Sieving
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INTRODUCTION

The determination of the structure of coal has long been of interest due to its crucial importance in
research on reactivity and processing. However, the chemically and physically heterogeneous nature
of coals makes determination of the chemical nature of even the building blocks complicated, since the
molecular structure and molecular weight distribution are not dependent on a single molecule or repeat
unit as in technical polymers or biopolymers, but on a complex mixture of molecules and potential
connections between them which may vary among coals.

Coal extracts have long been used to obtain coal material in solution form that can readily be
characterized. However, what part of the total coal structure these extracts represent is not completely
known. Pyridine has been a particularly good solvent for coal; for example, the extractability of Upper
Freeport has been shown to be as high 30%.. Although pyridine extracts of coal have been referred to
as solutions, there is good evidence that they are not truly solvated, but are dispersions which are
polydisperse in particle size.! The particle sizes may span the size range from clusters of small
molecules (a few A) to extended clusters of large particles (a few hundred A), not unlike micelles,
where the functional groups of molecules which interact favorably with the pyridine solvent lie at the
surface of particles.

Mesoporous silicates are attractive candidates for separations due to their high surface areas and
porous nature. MCM-41 is one member of a new family of highly uniform mesoporous silicate
materials introduced by Mobil, whose pore size can be accurately controlled in the range 1.5 A-10
nm.?* This recently discovered M41S class of zeolites should be useful to effect size separation, due to
their large pore sizes and thus their potential for the separation of larger compounds or clusters. True
molecular sieving on the size range of molecular and cluster types found in coal solutions should be
possible with M41S materials by tuning the pore size.

We have synthesized a mesoporous silicate material with a surface area of approximately 1100 m?/g
and pore sizes of approximately 25 A and 33 A. The results of a study on the ability of this
mesoporous materials (M41S) to be used as stationary phases for separations of coal complexes in
pyridine is the subject of this paper.

EXPERIMENTAL

The coal used in this study is the mv bituminous Upper Freeport coal (APCS 1) of the Argonne
Premium Coal Samples series. We have used a new room temperature extractor, the Gregar extractor
and traditional refluxing in pyridine to extract the coal. Approximately 10 g of coal was extracted in
the Gregar extractor for one week. The extract was filtered and stirred with the M41S material for one
week. This was then filtered and the zeolite-containing coal was extracted with methylene chloride.
The extraction removed the coal material from the zeolite quantitatively.

A similar quantity of coal (10 g) was extracted by pyridine reflux for one week. The extract was
divided and stirred for one week in 33 A and 25 A M41S material. After filtering, the zeolite material
containing the coal was extracted with methylene chloride. Approximately 25% of the coal material
was recovered from each zeolite by methylene chloride extraction. Further extraction with
chlorobenzene resulted in only a few additional percent of coal.

Synthesis of MCM-41 was an approach combining the advantages of several literature works2-5,
Different chain length of surfactants, ranging from dodecyltrimethylammonium to octadecyl-
trimethylammonium bromide, were used as template to construct a periodic mesophase. The silica
source used was tetramethy| orthosilicate. The synthesis was carried out at room temperature in the
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solution of methanol and sodium hydroxide mixture. Pure silica versions of these zeolites were
prepared to alleviate irreversible absorption by aluminum sites.

Mass spectra were recorded on a Kratos Maldi III instrument for laser desorption (LD) and a
Kratos MS-50TA for low voltage high resolution mass spectrometry (LVHRMS). For the LD
spectra, the laser intensity for the N; taser (337 nm) was kept at ion appearance threshold for all
samples. The LVHRMS was recorded using low-energy electron ionization (18¢V) to maximize
ionization of high mass compounds with minimal fragmentation. TGA-DTA (thermal gravimetric
analysis and differential thermal analysis) measurements were obtained on a SDT 2960 from TA
Instruments. For these samples, measured against an alumina standard in a 100 mL/min O, flow

with a temperature ramp of 10°C/min to 800°C. The TGA data is also represented in its first-

derivative or differential thermal gravimetry (DTG) format. Total organic loss were calculated by
measuring the weight loss over the approximate temperature range of 200-600 °C. XRD analyses
were carried out on a Rigaku Miniflex+ instrument using CuKa radiation, a Nal detector, a 0.05°

step size, and a 0.50°, 2/min scan rate. XRD and SAXS showed pore sizes of 25 A and 33 A for
the two M41S-class zeolites.

RESULTS AND DISCUSSION

The Gregar extractor extracted only 7.45% of the Upper Freeport coal into pyridine. The LD mass
spectrum of the coal-zeolite extract showed only minimal ion intensity. The LVHRMS of this sample
was used to estimate the number of aromatic rings present in the extracts. The results show that the
largest mole % of hydrocarbon containing material was zero rings (5.5%), one ring (2.5%), two ring
(0.8%) species. There is a small amount of material that can be attributed to multiple ring systems
above three rings (2.87%). The reason for the low extractability using this technique may be a result of
room temperature pyridine extraction as opposed to refluxing pyridine for the traditional technique.
Although the amount of material is less, it is interesting that the majority of this is essentially aliphatic
with very little aromatic character.

The refluxing pyridine extracted 29.6% of APCS 1, which is consistent with published results of
extractabilities of this coal.

We used TGA to determine the weight loss as a function of temperature. From this data we can
determine the total amount of organic material in the mesoporous zeolite. The TGA data shown in Fig
1 indicates that the 33 A pore size material contains a larger amount of coal extract from the pyridine
solution than the 25A M41S mesoporous material. This is shown as the weight loss per cent of the
total sample weight of 22.6% for the 33A material versus 15.6% for the 25A material (Fig. 1 & 2).
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100 E85% i 22.6 % 15% ]
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Fig. 1. The TGA of 33A M41 S material with pyridine extract of Upper Freeport coals
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Fig. 2. The TGA of 25A M41 S material with pyridine extract of Upper Freeport coals

Certainly, very polar material will bind to the silica. In the case of both M41S mesoporous materials
only 25 % can be removed from the zeolite. The more nonpolar will be extracted in the washes of
coal-infused M41S material. The TGA indicates that very low molecular weight material is evolved at
about 60°C, which we assign to occluded pyridine. The major part of the organic material begins to
come off at roughly 300°C and peaks at 440°C for the 33A material and at 500 for the 25A material.
In addition, there is a distinct shoulder at 460 in the 33A and at 520 in the 25A which may indicate
different organic compounds or clusters of compounds. The peak at 675 in the 33A material is only
1.5% of the total weight, but may be related to very tightly bound (very polar) organic material on the

silica.

F ig..3 The laser desorption mass spectrum of methylene chloride extract of APCS 1
imbibed M41S zeolite. 25 A pore diameter (upper panel) 33 A pore diameter (lower panel)
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The laser desorption mass spectra of the extracts from the coal-containing mesoporous zeolites is
shown in figure 3. Here there is a clear distinction in mass between the 25 A and the 33 A sieves. The
average mass of the 33 A extract is higher than that of the 25 A extract by roughly 44 mass units. This
would correspond to an additional ring system. Since LD chiefly accesses the aromatic content of a
sample, we believe that this difference can be attributed to one additional ring in the 33 A over the 25
A extract. That s, the separation of the extract using mesoporous sieving by M41S-class zeolites is
effectively differentiating small ring sizes. This suggests that one additional ring is responsible for the
separation difference between 25 and 33 A. Clearly, the average molecular size of an aromatic
molecule of molecular weight 300 is much smaller than either pore size. This suggests that the
separation takes place on larger clusters of molecules of similar ring sizes. We suggest that molecular
clusters which are manifested in the LD spectra as relatively small aromatic molecular ions are
separated as large clusters of molecules. Evidence from small angle neutron scattering of pyridine coal
systems shows a high polydispersity in cluster size. We may be accessing one portion of that range in
the 20-30 A size range. Further experiments with larger pore size mesoporous M41S materials are .
underway.

The LVHRMS results comparing the 25 A and 33 A is shown in Figure 4. The average aromatic ring
size is an estimate based on the number of double bond equivalents calculated from the high resolution
data. The 33 A shows an increased aromatic ring size over the 25 A.

Mole % HC
6
5 .
25 A extract HC

33 A extract HC

0 1 2 3 4 5 6 7 8 9 10 1
Number of Rings

Fig 4. Comparison of aromatic ring size from HRLVMS of methylene chloride extracts of
25A and 33A M41S sieves loaded with pyridine extracts of Upper Freeport coal (APCS 1).
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CONSTRUCTION OF MODEL STRUCTURES OF UPPER FREEPORT COAL
EXTRACTS USING SOLID-STATE “C NMR CHEMICAL SHIFT CALCULATION
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16-3, Onogawa, Tsukuba, [baraki, 305-8569, Japan
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INTRODUCTION _

Many analytical techniques have been used for coal research and the analytical data have enabled the
construction of model chemical structures of coal. The construction of mode! structure of coal is
important in improving our understanding of the relationships between coal structure and its
properties; this knowledge can lead to more effective and economical methods of coal conversion.
lino et al. investigated the extract fractions obtained from the extraction of Upper Freeport coal with
a carbon disulfide/N-methyl-2-pymolidinone mixed solvent at ‘room temperature and the
fractionation with acetone and pyridine by using 'H NMR, elementary analysis, SEC and hydroxyl
group estimation.’ Based on the structural parameters obtained, ie, f,(aromaticity), o (the
degree of substitution on aromatic rings) and H, , ,/C, ,(the degree of condensation of the aromatic
rings), Takanohashi et al. constructed the model structures of the extract fractions, as shown in Fig
1.2 Recently, for calculating the NMR chemical shifts of known molecular structures, several
programs have been developed. We modified the chemical structure of Upper Freeport coal
extracts constructed by Takandhashi ef al. using the °C NMR chemical shift calculations. The
purpose of the present work is to improve the model structures by comparison of actual and
calculated solid-state ' °C NMR spectra.

EXPERIMENTAL

Sample: The extract (60 wi% on raw coal basis) from a carbon disulfide/N-methyl-2-
pymrolidinone mixed solvent extraction at room temperature for Upper Freeport coal was fractionated
with acetone and pyridine into three fractions, i.e., acetone-soluble (AS), acetone-insoluble/pyridine-
soluble (PS), and pyridine-insoluble (PI) fractions. These extract fractions of Upper Freeport coal
were used as samples. Data on structural analysis of the extracts are summarized in Table 1.

NMR measurements: Solid-state *C NMR measurements were made by the SPE/MAS method
using a Chemmagnetics CMX-300 NMR spectrometer.  About 100 mg of sample were packed in
the sample rotor. - The measuring conditions were as follows: the 90° 'H pulse width was4 11 s, °C
frequency, 75.46 MHz, spinning rate of MAS, 10 kHz; number of scans, 2000, and pulse repetition
time, 60 s. Chemical shifis were calibrated with respect to tetramethylsilane using the
hexamethylbenzene's methy! group peak at 17.4 ppm as the external standard.

Chemical shift simulations: Chemical shift calculations were carried out using ACD Laboratory
CNMR predictor software. Thomas et al. calculated °C chemical shifts for some substituted
pyridines using several NMR prediction programs and showed that the CNMR predictor gave the
best results in their work> Kohnert et al. evaluated and tested for prediction of NMR spectra of
photosynthetic metabolites using the CNMR predictor. The software allows treamment of
molecules containing up to 256 carbon atoms.  The software calculates chemical shifts by searching
for similar sub-structural fragment with the corresponding experimental shift value in the internal
database and evaluating the chemical shift value taking into account intramolecular interactions.
Using the software, we calculated the chemical shifts of afl carbons of each model structure
constructed by Takanohashi et al.”> Next, the calculated "C NMR spectra were obtained by
considering an adequate line width to each peak and summing, supposing that all peaks were
Gaussian peaks(This process was performed by Spinsight ver.3.5.2 software.) The line width fitted
to the actual spectra was adopted. For AS, PS and PL, the line width for aromatic carbon was 814
Hz, 1203 Hz and 1344Hz, respectively, and the line width for aliphatic carbon was 354 Hz, 460 Hz
and 601Hz, respectively. As the fraction became lighter, the line width of each peak became
narrower, with narrower lines for aliphatic than for aromatic carbon.  Although, all aromatic or
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aliphatic carbons may not have the same line width, it is time consuming to derive a line width for
each carbon, 50 each one line width was used for aromatic or aliphatic carbon of the each extract
fractions. By comparison with actual spectra, the model structures were modified  The chemical
shifts were calculated again for the revised structures. By repeating this process, the best fitting
structures were determined. :

RESULTS AND DISCUSSION

Fig 2 shows the experimental NMR spectra of the extract fractions and the calculated NMR spectra
for model structures of each fraction.  For AS, with regard to the actual spectra, the model structure
had high fractions for non-protonated aromatic carbon (125~140 ppm) and CH, carbon(15~25
ppm), and low fractions for protonated aromatic carbon(100~120 ppm), CH, carbon(30~45
ppm) and methyl carbon(0~15 ppm). We added methyl carbon to the model structure of AS and
reduced the substituted aromatic carbon and 8 CH, carbon.  The resulting structure of AS is
shown in Fig. 3(a) and the calculated NMR spectrum for the revised model structure is shown in
Fig4(a) with the measured spectrum. For PS and Pl, the model structures had high fractions for
non-protonated aromatic carbon (125~140 ppm) and CH,, carbon(35~50 ppm), and low fractions
for methyl carbon(0~20 ppm). We added methyl carbon to the model structures of PS and Pl and
reduced the substituted aromatic carbon.  Figs. 3(b) and (c) show the resulting structures of PS and
Pl that best fitted the actual spectra.  Fig. 4(b) and 4(c) show the calculated NMR spectra of the
revised model structures with the measured spectra.  We modified all structures of extract fractions
mainly by adding methy! and ethyl groups and reducing naphthemic ring structures.  This indicates
that the all initial structures lacked methyl and ethyl groups and were rich in naphthenic ring
structures, which we could not distinguish by the previous analytical data. By these techniques, the
correction of the modet structures for the extract fractions could be made.

The chemical shift at 60 ~ 80 ppm corresponds to the aliphatic carbon connected with oxygen
such as -CH,-O-, which is thought to be important for the crosslink of coal. For the calculated
spectra for PS and PI, the peaks appeared in this chemical shift range. Considering the crosslinks in
coal, such oxygen containing methylene bonds possibly exist in coal, but the actual spectra showed
no peak in this chemical shift range between aromatic and aliphatic carbon peak, and we cannot
confim the peaks.  The amounts of the aliphatic carbon connected with oxygen may or can not be
50 large compared with the other forms of carbon, and the peaks may be overlapped, so in the actual
spectra the peaks might not appeared.

Table 2 shows structural parameters of the revised model chemical structures.  The values of £, and
H,./C,, were almost similar between the initial and the revised model structures, but the values of o
and H/C were different  The values of ¢ were higher for the initial structures and the values of
H/C were higher for the revised structures. This was because, in the modification process, we
added some methyl and ethyl groups and reduced some naphthenic ring structures in order to fit the
actual spectra.  In this regard, further examination is required to coincide these data. However,
relatively good agreement was obtained between the actual spectra and calculated ones by the new
models.

CONCLUSION

The solid-state C NMR spectra of the model structures for the three extract fractions were estimated
using the NMR chemical shift calculation method By comparison of the estimated spectra with
the observed ones, some corrections were made to the chemical structure of models to fit their
spectra, and we proposed the modified modet structures based on NMR chemical shift calculations.
The energy-minimum conformation will be calculated by the molecular mechanics and molecular
dynamics
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Table 1. Structural parameters of extracts of Upper Freeport coal®

Ultimate analysis (wt%)" Structural parameters

Sample C H N S o M, ff H/C, o HAC | molecular
formula !

Origmalcoal 862 51 19 22 46 071
AS 885 67 11 05 32 520 ()] 069 039 09 C,H,,NO
PS . 86 58 20 18 45 1270 078 072 051 075 Cg,HuN,0,
Pl 88 50 21 11 60 2210 079 071 048 070 CgH,,oN,SO,
a)dry ash free I
b)calculated as the difference

Table 2. Structural parameters of the revised model chemical structures

Structural parameters J
Sample f, H,./C, o H/C molecular
formula
AS 07 07 030 103 CgHNO '
PS 0.79 0.69 044 081 C,H,,N,O4
Pl 080 067 040 077 C,gHp,N,SO,
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Figure 1 Model structures of
Upper Freeport extracts.'
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()Pl
Figure 2 Measured SPE/MAS "C NMR spectra of solvent extracts(- - - - - - ) and calculated NMR

spectra of model chemical structures(——).
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Figure 3 Modified model
chemical structures of
Upper Freeport extracts.

aoo 200 100 o
ppm

®©IPS
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Figure4 Measured SPE/MAS "C NMR spectra of solvent extracts(- - - - - - ) and calculated NMR
spectra of modified model chemical structures(——).
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INTRODUCTION

Green and Selby reported [1] that pyridine sorption isotherms can be explained by a dual-mode
sorption model that has been widely applied to the sorption of glassy polymers. This model is
represented by two phenomena, adsorption on the surface described by a Langmuir isotherm,
predominant at the initial portion of the plot of sorption isotherm, and diffusion (absorption) into
the bulk structure described by Henry’s law, the linear portion with relative pressures. Shimizu et al.
[2] carried out research on organic vapor sorption using various ranks of coals and found that
sorption data for Illinois No. 6 coal could be treated by the Langmuir—Henry equation regardless of
a kind of the organic vapors (methanol, benzene, pyridine, and cyclohexane) used. Takanohashi et
al. [3] reported that methanol sorption in the residues from coals with the high extraction yields
greatly increased compared to the corresponding raw coals, suggesting that more microporosity has
been developed by the extraction. In contrast, for coals with low extraction yields, sorption
behavior of residues was similar to that of the raw coals, regardless of coal rank.

The steric effects on the kinetics of solvent swelling of coals have been reported.[4,5] Solvent
swelling of coal involves diffusion of solvent molecules into the macromolecular structure of coais.
Larsen et al. [4] reported the steric effects of various alkyl-substituted pyridines and anilines on
equilibrium swelling ratio of coals. Aida et al. [5] determined the initial swelling rates in addition
to the equilibrium swelling values of [llinois No.6 coal in various solvents, and showed that the rate
retardation of diffusion of alkyl-substituted amines can be increased by almost a thousandfold by
changing from n-butylamine to tert-butylamine. However, the swelling of coal in liquid phase also
causes other structural changes'such as extraction and relaxation of macromolecular structure,
which can influence the swelling behavior. '

To investigate the steric effect on alcohol vapor sorption for coals, the sorption isotherms of
alcohols with different size of alky! groups were measured for four Argonne premium coal samples.
Data were analyzed using the Langmuir—Henry dual-mode sorption equation. Based on the
adsorption and diffusion parameters from the model equation, micropore and cross-linking
structures of the coals are discussed.

EXPERIMENTAL

Sample Preparation

Four Argonne premium coal samples (Pocahontas No.3, Upper Freeport, lllinois No.6, and Beulah-
Zap coals) were obtained in ampoules (5 g of -150 ym). Because water and gases adsorbed on the
coals prevent the measurement of sorption, samples were dried at 80 °C for 12 h in vacuo, just
before the sorption measurements. Various alkyl-substituted alcohols were used without further
purification as the sorbate.

Upper Freeport coal was extracted exhaustively with a carbon disulfide / N-methyl-2-pyrrolidinone
(CS, / NMP) mixed solvent at room temperature.[6] The residue was washed with acetone and
dried in a vacuum oven at 80 °C for 12 hr. The extraction yield was 60 wt% on the dry-ash free
basis. The extraction residue was also used as the sorbent.

Sorption Experiments

Sorption isotherms were measured with an automatic vapor adsorption apparatus (BELSORP18,
BEL JAPAN, INC) at 30 °C. Approximately 200 mg of sample was placed in the sample tube and
weighed. The deaeration treatment of methanol in the solvent tank was carried out with liquid
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nitrogen three times through freeze-thaw cycles. Samples were pretreated under vacuum (< 10~
Torr) at 80 °C for 12 h: The sorption isotherm was measured at the relative vapor pressures of 0.01
< p <1 at 30 °C by using the constant-volume gas adsorption method. Each sorption was measured
when the change in the amount of sorption remained constant within 5% for 10 min,

RESULTS AND DISCUSSION

Sorption Behavior.

Sorption isotherms of methanol, ethanol, n-propanol and #-butanol (only for Upper Freeport coal)
are shown in Figures 1. The amount of sorption is represented on the basis of each sample (g).
Generally, the sorption increased exponentially at low vapor pressures and then increased linearly
with pressure in the intermediate pressure range, aithough the total sorption was different among
the coals used. The sorption by Upper Freeport raw coal was the smallest for all alcohols used. As
the size of alkyl group increased, the total sorption became smaller for all coals, showing that alkyl
groups prevent the alcohols from being sorbed by the coals. For lower rank coals, Beulah-Zap and
Illinois No.6 coals, the sorption behaviors of methanol and ethanol were similar at vapor pressures
more than 0.2, i.e., the slope of isotherm was almost the same. While, for high rank coals, Upper
Freeport and Pocahontas No.3 coals, the slope of isotherms in the cases of n-propanol and n-
butanol was relatively small, indicating that they would hardly be sorbed

Sorption Analysis Using the Dual-Mode Sorption Model
The results of curve fitting from the Langmuir —~ Henry dual mode equation (1) are also shown in
Figure 1.

C=Cu+Co=Cubp/(I+bp)thkp m
where C is the total sorption (mmol/g-sample), C,, is adsorption’on the surface, Cy, is the amount of
diffusion (absorption) into the bulk, C’y is the pore saturation constant, b is the pore affinity
constant, p is the relative vapor pressure (P/Py), and k,,is the Henry’s dissolution constant.

For all the cases except for Beulah-Zap — ethanol and n-propanol systems, data were fit by the
Langmuir-Henry equation, suggesting that alcohol sorption can be explained by adsorption on the
surface that occurred at low relative pressures and diffusion into the bulk that increased linearly
with pressure. Since coals have many interacting sites such as functional groups on their surface,
adsorption preferentially accurs at low vapor pressure. A steep increase of sorption observed for all
coals at low vapor pressures, espccially for iow rank coals, can be due to the adsorption on oxygen
functional groups of the surface, although in the case of n-propanol the rate of the sorption increase
at low vapor pressures was small. -

Constants of the Langmuir—Henry equation obtained by the fitting are listed in Table 1. The values
for Beulah-Zap — ethanol and n-propanol systems were obtained by a different fitting method, i.e.,
the adsorption parameter was obtained by fitting in the low vapor pressure range less than 0.2 and
the diffusion parameter by fitting in the intermediate pressure range more than 0.4, because a
discontinuity point exists at around vapor pressure of 0.2. The C’,; (mmol/g-sample) for Upper
Freeport coal was the smallest for all alcohols, showing that Upper Freeport coal has fewer pores
on the surface than other coals. As the size of alkyl group increased, i.e., methyl, ethyl and propyl,
the C'; decreased, especially for high rank coals the ratc of decrease was large. The result suggests
that high rank coals have smaller micropore sizes. The b which is related to the ratio of the
adsorption rate to the desorption rate, showed a tendency to decrease in the cases of n-propanol and
n-butanol. The steric effect of alkyl group of alcohols may accelerate their desorption.

The Henry’s dissolution constant &, (mmol/g-sample), which represents the degree of diffusion into
the bulk, was also the smallest for Upper Freeport coal in all cases. For low rank coals, the
values of methanol and ethanol were similar, while the value of n-propanol was smali. In contrast,
for high rank coals 4, greatly decreased in the order of methanol, ethanol and propanol, suggesting
that the difference in the size of alkyl group on alcohols might greatly influence their diffusion into
the bulk. .

Effect of Extraction

Figure 2 shows the isotherms for Upper Freeport residue, with the Langmuir-Henry fitting curves.
Constants of the Langmuir-Henry equation obtained by the fitting are also listed in Table 1. The
C’y of each alcohol for the raw coal and its extraction residue was almost similar in magnitude,
although the value of methanol for the residue was smaller than that for the raw coal. The values of
b increased by the extraction for all alcohols. In contrast, the k; for the residue was quite larger
than that for the raw coal in all cases. Even for bulky alky!l-substituted alcohols such as n-propanol
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and r-butanol, high the &, values were obtained, 1.6 for both. These results suggest that the
adsorption sites on the surface did not change so much by the extraction, while a considerable
amount of large void was formed in the bulk. Since the oxygen content of the Upper Freeport
residue, 6.3 w1%, is much lower than those for lilinois No.6 and Beulah-Zap raw coals, the increase
in the k; for the residue may be due to increased physical diffusion into the formed voids.

CONCLUSIONS

Almost all sorption isotherms of various alcohols could be explained by the Langmuir-Henry dual-
mode sorption equation, and adsorption and diffusion parameters could be estimated. Both pore
saturation and dissolution constants were the smallest for Upper Freeport coal of all coals used. As
the size of alkyl group increased, their constants decreased for all coals. Especially for high rank
coals, Pocahontas and Upper Freeport coals, the dissolution constant greatly dropped. In contrast,
the dissolution constant for the extraction residue from Upper Freeport coal was quite large for all
alcohols, compared to those of the raw coal, although the pore saturation constant did not change so
much. A considerable amount of micropores with relatively large sizes formed by the extraction
may be responsible for the increased diffusion.
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Figure 1  Sorption isotherms of various alcohols at 30 °C for Pocahontas No.3 (a),

Upper Freeport (b), Ilinois No.6 (c) and Beulah-Zap (d) coals, with the fitted lines
with the Langmuir-Henry dual mode equation.
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Table 1 The adsorption and diffusion parameters by Langmuir-Henry dual-mode
sorption equation for the raw coal — alcohol systems and Upper Freeport extraction
residue

coal sorbate Cye b S
_(mmol/g-coal)  (-) (mmol/g-coal)
Pocahontas No.3 raw methanol 0.98 10 0.61
ethanol 0.46 26 0.49
n-propanol 0.35 12 0.12
Upper Freeport raw methanol 0.81 35 0.79
ethanol 0.30 30 0.29
n-propanol 0.18 9 0.01
n-butanol 0.20 7 0.05
Upper Freeport residue methanol 0.58 55 3.1
ethanol 0.33 69 23
n-propanol 0.35 35 1.6
n-butanol 0.37 13 1.6
Illinois No.6 raw methanol 0.97 58 29
ethanol 0.66 108 1.9
n-propano} 0.58 32 1.1
Beulah-Zap raw methanol 2.3 29 5.0
ethanol 1.7 39 4.8
n-propanol 1.3 6 3.7

“ Pore saturation constant. ° Pore affinity constant. ° Dissolution constant.
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Figure 2  Sorption isotherms of various alcohols at 30 °C for Upper
Freeport residue, with the fitted lines with the Langmuir-Henry dual-mode .
equation.
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INTRODUCTION

It has long been curious question why the coal swelling exhibited a synergistic effect in
a certain binary solvent system. In 1986, Hombach[1] observed a significant synergistic
effect on the solvent swelling of coal in the mixed solvent such as amine and methanol,
and tried to rationalize with a hypothesis which the change of the solubility parameter of
the mixed solvent was responsible for that phenomena. .

In the meantime, Iino et al.[2] also found a quite interesting binary solvent system on
the coal extraction, that is, the mixture of CS2 and N-methyl pyrrolidinone(NMP) gave a
maximum extraction yield at their 50:50(vol-%) mixing conditions. This solvent system is
well-known as a " Magic" solvent for the coal extraction, of which detailed mechanism
has not yet been clarified.

In the course of our studies on the coal swelling, we have learned that the coal has an
significant steric requirement[3] toward the penetrating solvent molecules due to the cross-
linking macromolecular network structure. Also, the maximum swelling ratio of coal
swelling was very much depending on the donorability of the swelling solvent, as
previously pointed out by Marzec[4}> probably because of the specific interaction between
the solvent molecule and the cross-linking network structure formed by the relatively weak

bonding interactions, such as hydrogen bending, charge transfer bonding, -x bonding
and even the van der Waals bonding interactions. These findings are now extending to
our new sight of the coal chemistry, the elucidation of synergistic effects on coal swelling
and the empirical determination of a "Coal Affinity Parameter".[5] Eventually, we could
categorize the synergistic cffects on the solvent swelling into the three types of the mixed
solvent systems.

In this paper, we present our recent experimental results concerning the mechanism of
synergistic effect appeared on the solvent swelling of coal, especially focusing on Type-I
and Type-II.

EXPERIMENTAL

The chemical reagents were commercial products (Gold label grade) which were used
without further purification. Solvents used in this study were dried over appropriate
drying agents and distilled before use. Coals from the Ames Coal Library and Argonne
National Laboratory were ground, seized in N2 atmosphere, dried at 1109C under vacuum
overnight, and stored under a dry nitrogen atmosphere.

The measurement of the solvent swelling of coal was carried out by means of our hand-
made instrument, and the experimental procedures were same as previously reported.[6]

RESULTS AND DISCUSSION
1. Synergistic effects on coal swelling in mixed solvent

As reported by Hombach, a coal swelling in a mixture of methano! and tertially amine,
such as dimethylaniline, trimethylamine, or trimethylamine affords a significant synergistic
effect on its equilibrium swelling values(Q).

Figure 1 shows the typical example obtained our swelling measurements which is
exhibiting the relationship between Q-value and the swelling rates (V-value) vs.
concentration of methanol on the Iitinois No.6 coal swelling in triethylamine/methanol
mixed solvent.

It is quite interesting that in spite of the large synergistic effect on the Q-value there was
almost no effect on the V-value (swelling rates). This fact strongly suggests that the
synergistic phenomena appearing on this solvent system will not very much depend on the
specific molecular interaction between tri-methylamine and methanol. We like to
categorize this type of swelling system, as "Type-I".

Meanwhile, it has long been well-known phenomenon in the coal chemistry that the
benzene-methanol mixed solvent enhanced its coal extractability. Actually, as far as our
swelling measurements, both individual solvent can not give us a large amount of Q-
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value, but the mixed solvent system has demonstrated completely different figures on their
swelling parameters ( Q & V') as shown in Figure 2. In this case, not only the Q-value,
but also the V-value exhibited large synergistic effects on the solvent composition.

Obviously, there are several interesting features on this swelling behavior, suggesting
the different swelling mechanism from the Type-I synergistic effect described above.
Namely, in this case, both the Q-value and the V-value showed large synergistic effects on
the solvent compositions. This means that some specific interactions will exist between
each solvent molecule toward the macromolecular network structure of coal. We can
categorize this type of swelling, as "Type-II".

Almost ten years ago, Iino et al.|2] reported so-called "magic solvent system" on a coal
extraction. Since then, any detailed information concerning the extraction mechanism did
not come out in the literatures. We have initiated a study on the rationalization of the
mechanism of the Magic solvent extraction by means of the solvent swelling
technique.

In Figure 3, a solvent swelling phenomena of Illinois No.6 coal in CS2-NMP system
measured by our instrument was demonstrated.

As expectedly, the significant synergistic effect was observed on both the Q-value and
the V-value like a Type-II swelling system described above. As far as the swelling data
shown in Figure 2, and 3, it seems to be quite difficult to rationalize the difference on the
swelling mechanism between them. However, there are quite interesting data suggesting
different type of a specific molecular interaction between both solvents like a kind of an
electron donor-acceptor complex formation, of which detailed discussions will appear in
our next paper.

Anyway, we like to categorize this type of synergistic effect as "Type-III".

2. "Type-I" synergistic effects on coal swelling

Some years ago, we had revealed the steric requirement of coal towards penetrating
solvent molecules.[3] Coal exhibits a significant steric restriction to the penetrating
molecules probably because of their cross-linking network structure like a "molecular
sieve". For example, the initial swelling rates of Illinois No.6 coal in n-, sec-, iso- and
tert-butylamine were 3.7x10-1, 6.8x10-2, 3.1x10-2, and 6.2x10-3(min"1), respectively.
This means that the swelling rate (V-value) of lllinois No.6 coal in a sterically bulky t-
butyl amine was 600times slower than that of a less sterically hindered n-butylamine.[3]
Therefore it is quite difficult to evaluate the accurate equilibrium swelling value (Q) in the
bulky molecule solvent system, because of the very slow swelling rate, i.e., in the case of
t-butyl amine its swelling was still continuing even after 10 days.

Meanwhile, as shown in Figure 4, we have found that this steric requirement of coal
could be dramatically relieved in a mixed solvent system such as a methanol solution.
Namely, in this solvent system, the equilibrium swelling value (Q) of the sterically
hindered molecule seems to be increased by the addition of a small amount of methanol,
and the further increase of the methanol concentration results the exactly same Q-values of
the less hindered molecule.

In order to confirm this speculation, we had conducted a dynamic swelling
measurements of Illinois No.6 coal in the 20%-McOH / EBN solution. The result is
demonstrated in the Figure 5 comparing with the one in CS2/NMP mixed solvent.

In the case of MeOH/EB3N solvent system, a strange behavior was observed at the
initial stage of the coal swelling. Namely, a rapid penetration of solvent molecules into
the coal matrix was induced within a minute after the mixing of coal and solvent, and then
a slow but steady swelling was followed it.

It will be quite interesting to examine the solvent composition change at the initial stage
of such coal swelling as shown above, because we can assume what kind of solvent
molecule predominantly penetrated into the coal matrix. For this experiment we had
carefully arranged the experimental condition as follows: The ratio of the coal and solvent
was determined by a calculation from their ratio at the equilibrium swelling, which will
make us easy to determine a smali change of the solvent compositions in the supernatant
by means of gas-chromatography. The initial contact between coal and solvent was
performed by the introduction of the mixed solvent into the previously evacuated test tube
in which the coal sample was placed. The results obtained are shown in Figure 6.

Very interestingly, the McOH-concentration in the mixed solvent significantly
decreased at early stage of swelling, which sccmed to be comparable to the change of
swelling volume of coal.

All of these experimental data strongly suggest that the coal swelling in the binary
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solvent system composed by a sterically hindered molecule and a less hindered motecule
will result an initial coal/solvent-gel formation induced by the predominant penetration of
the less hindered solvent molecule. Actually, in according with our previous swelling
measurement in the neat solvent system, lllinois No.6 coal swelled in methanol 60times
faster than in t-butyl amine.[3] Thus in the binary solvent swelling system a methanol
molecule has to predominantly penetrate into the coal, inducing a significant relaxation of a
steric requirement due to the cross-linking network structure of coal, which will make the
sterically hindered molecule like a triethylamine easy to penetrate into the coal matrix. We
would like to call this type of steric relaxation as "Wedge Effect” of the mixed solvent
demonstrating in Figure 7.

Actually, the solvent swelling was always involved with a sterically hindered molecules
as a counter part of methanol, like a trimethylamine or dimethyl aniline.

In order to verify our speculation discussed above, we took another advantage to use a
cross-linked synthetic polymer (styrene-divinylbenzene co-polymer: Bio-bead SX, BIO-
Rad Ltd.), which had the known covalent cross-linking density and chemical structures.

Figure 8 shows our experimental data, which was obtained by using a hexamethyl
phosphoramide (HMPA) as a sterically hindered component and a dimethylformamide
(DMEF) as a less bulky component. Obviously, there is a dramatic increase of the Q-value
of HMPA by the addition of small amount of DMF.

All of these experimental data discussed above seems to be consistent with that the
Type-1 synergistic effect will be induced by the relaxation of the steric requirement of coal
resulted by the initial formation of the coal-gel due to the predominant penetration of the
less hindered solvent molecule. .

‘3. "Type-II" synergistic effects on coal swelling

Just recently, we had developed a reliable chemical determination of the oxygen
functionality in coal,[7] and learned that there were significant amount of carboxylic acid
functionality, phenolic hydroxyl and alcoholic functionality in even bituminous coal like
Ulinois No.6 coal. Based on our preliminary analysis of coals by means of this new
technique, the content of these acidic hydroxyl functionality in lllinois No.6 coal
(pyridine-extract) reached up to 1.5, 12, and 10Ounits over 100carbon atoms,
respectively.[8] This means that the density of the functionality in the macromolecular
network structure of coal is approximately one unit per 16 carbon skeleton. This is just an
amazing fact, because the most of these oxygen functionality in coal are potentially capable
to formt'a hydrogen bonding which is thought to play a major role for inducing the
apparent cross-linking, as jllustrating in Figure 9.

This modeling is our standpoint to understand the mechanism of the "Type-11"
synergistic effect on coal swelling.

There may be at least two key factors for distinguishing Type-Il from Typc-I
synergistic effects. Namely, the Type-II can be observed even in the mixed solvent
composed of less hindered molecules, and also exhibits a significant synergistic effect on
the swelling rate (V-value in Figure 2).

If the coal had such polar hydroxyl functionality as mentioned above, a benzene
molecule must have a big trouble in its initial stage of the penetration, because of the

. blocking by the polar cross-inking like a hydrogen bonding, even if there were some
comfortable spaces inside of the macromolecular network structure. In this case, very
naturally, the coexistence of a polar and small sized molecules like a methanol in the
solvent will induce a destruction of an apparent cross-linking structure constructed by a
hydrogen bonding with same manor as Type I synergistic effect discussed above.

It will be also true that the polar solvent like a methanol could be in trouble to penetrate
into the macromolecular network structure, because of the apparent cross-linking due to

m-n interactions between aromatic rings. In this case, the coexistence of benzene in the
solvent must help its penetration by breaking such non-polar bonding interactions in
macromolecular network structures.

This speculation, "Co-operative Swelling" can be verified by the same treatments as
applied to the Type-I synergistic effect shown in Figure 6. The solvent compositions
during the coal swelling in a benzene/MeOH mixed solvent were analyzed by using the
same technique as described in Type-I synergistic effect. The results obtained are
summarized in Figure 10.

It is obvious that there is an interesting difference between the Type-I and Type-II
synergistic effects on the solvent composition change during a coal swelling, that is, in
the case of the Type-II synergistic effect, both solvent systems, 20vol%-benzene/MeOH
and 20vol%-MeOH/benzene, exhibited the predominant penetration of benzene and MeOH
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molecule into the macromolecular net work structure of coal, respectively. These
phenomena can result in a synergistic effect because of their cooperative destruction
toward " apparent cross-linking structure formed by polar and non-polar bonding
interactions in the coal matrix.

Actually, we often experience a curious solvent dependency of the solubility of the
condensed aromatic compounds, for example, benzene can dissolve anthracene very
nicely, but a methanol, even DMF can not dissolve it. This phenomenon is suggesting
that the aromatic-aromatic interaction in coal may be far larger than our imagination.

Anyway, in this solvent system, the major role of the methanol molecule is thought to
be the relaxation of the apparent cross-linking structure caused by destruction of the
hydrogen bonding. If so, the combination with a molecule which has more stronger
hydrogen bonding ability than methanol, like trifloroacetic acid (pKa=2.5) must induced a
more larger synergistic effect. The same idea will be applicable to the swelling
experiment, in which a strong base like a tetra-butylammonium hydroxide (n-BusNOH) is
used as a destruction agent of a hydrogen-bonding cross-linking in the macromolecular
network structure of coal. .

These facts can be rationalized with the decreasing cross-linking due to hydrogen
bonding in the macromolecular network structure of coal. Under these circumstances the
equilibrium swelling value (Q) and the swelling rate(V-value) of the coal swelling must be
increased by their cooperative destruction of the apparent cross-linking structure of coal.

CONCLUSION

The synergistic effect observed on the coal swelling in binary solvent were categorized
three types, Type-I, Type-Il, and Type-Ill. The Type-I can be rationalized by the
relaxation of the steric requirement of coal induced by the initial formation of coal-gel.
The Type-II synergistic effect consistent with the cooperative destruction of the apparent

cross-linking structure, such as hydrogen bonding or a ni-x bonding interaction.
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STRUCTURE OF COALS REVEALED BY SLOW STEP SCAN XRD
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ABSTRACT

Argonne coal samples were treated in dilute acetic acid aq. or polar solvents such as DMF and pyridine,
and amalyzed by high resolution slow step scan XRD to clarify the effects of such pretreatments on the
secondary aggregate structure in the coals caused by non-covalent bonds interactions. ~ Solvent swelling
ratios of the lower ranked Beulah-Zap and Wyodak coals with pyridine and DMF increased significantly by
the mild acid treatment, suggesting that the coal ~ aggregate structure may be rearranged to more mobile and
weaker forms through the removal of ion-exchangeable cations. The slow step scan XRD profiles of the
coals  showed that the peaks for the organic components can be classified into two parts; one is ascribed to
the aromatic plane stacking interactions (around 26 °), the other is probably due to the interactions among
aliphatic side chains (around 20 °, that is called y-band). The solvent-swollen coals with polar solvents such
as pyridine or DMF intensified the peaks for the y-band even after the removal of the solvent by washing with
methanol.  The solvent-impregnated coal gel (solvent/coal weight ratio of unity) also showed the intensified
y-band, suggesting that the solvent itself may contribute to the rearrangement of the ordered packing in the
coal aggregate structure probably due to the aliphatic side chain entanglement and hydrogen bond.

INTRODUCTION

Coals consist of primary macromolecular structure and its secondary network, latter of which is caused by
aromatic ring stacking, aliphatic side chain entanglement, and hydrogen bonds, cation bridges, charge transfer
interactions through oxygen functional groups."*

Coal pretreatments have been developed to modify the coals for their easier transportation, grinding,
drying, storage and the following conversion processes such as pyrolysis, liquefaction, and gasification.*
Flotation and washing treatments with water, acid or basic solution are one of the conventional procedures for
the removal of mineral matters and contaminants by a simple gravimetric separation and filtration,
respectively.  The former process can be performed to the demineralization of coals by the aid of oil
agglomeration or air-bubble flotation. The selected solvents for the latter procedure can  dissolve a part of
water-soluble mineral matters and jon-exchangeable cations during the storage, transportation or grinding
procedures.

Solvent swelling and impregnation treatments of the coals have been the one of the most classical
methods for the modification of the coal macromolecular structure induced by the non-covalent bonds
interactions such as hydrogen bond, electrostatic interactions, and aromatic plane stacking.'"*  Selection of
solvent and its amount required for the swelling or impregnation should be carefully optimized for the design
of the most efficient and adequate solvation of the coals. Polar solvents such as pyridine, THF, and DMF
have been reputed to be quite effective for the liberation of the non-covalent bonds interactions in the coal
macromolecular network. It was reported that the impregnation of a small amount of pyridine enhanced the
coal fusibility and the following carbonization reactivity even after the extraction of the soluble fraction,
because pyridine played an important role in the liberation of hydrogen bond and the favorable rearrangement
of the coal aggregate structure during the heat treatment and carbonization, '

X-ray diffraction(XRD) have been applied to the characterization of carbonaceous materials including
coals for the better understanding of their molecular-level structuring and ordered packing extent of their unit
structure.™  Slow step scan XRD analyses have been reputed to give the higher resolution of the
diffractograms, classifying the carbon-related peak around 20 - 26 ° into two parts ; one is derived from
aromatic ring stacking around 26 °,  and the other s derived from aliphatic chain entanglement around 20°.
The ratio of the two peaks depends on the coal rank, and hence the secondary macromolecular network in
coals is influenced by their ratio.
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In the present study, four coals in the Argonne Premium Coal Bank were treated in.diluted acetic acid
or potar solvents such as DMF and pyridine for the modification of the secondary aggregate structure of the
coals. A preliminary measurement of the slow step scan XRD indicated that the XRD patterns of the coals
may change by the mild acid treatment and/or solvent swelling treatment. Z

EXPERIMENTAL
Coals
Four coals (100 mesh under) of Beulah-Zap(BZ), Wyodak(WY), Dllinois No.&(L), and Upper Freeport
(UF) in the Argonne Premium Coal Bank were used in the present study.
Acid Pretreatment
1.5 g of the coal was treated in aqueous 1.6 mol acetic acid or methoxyethoxy-acetic acid with 10wt%
ethanol at room temperature under atmospheric nitrogen flow for 26 - 46 h.  After the filtration, the acid-
treated coals were dried overnight at 60 °C  under vacuum. The filtrates were analyzed by Inductively
Coupled Plasma(ICP; SP1500, Seiko Hectronics) to quantify the eluted metal cations by the acid treatment.
The degrees of the demineralization were calculated based on the difference in the elemental compositions
between original and treated coals. The removal ratio of respective metal was calculated based on the ash
analysis data supplied from Argonne Premium Coal Bank.
Solvent Swelling and Impregnation
04 g of the coal was mixed with a prescribed amount of solvent in a graduated test tube, and settled at
40 °C under nitrogen flow for a few days to measure the swelling ratio by some solvents. Pyridine, DMF,
methanol and benzene wete used as solvents for the swelling of coal. The swelling ratio (Q) was calculated
as follows;
Q=hvho
bi: height of swollen coal layer in the tube
ho: height of coal particle layer without solvent
The sol vent impregnation treatment of the coals with pyridine, DMF, or THF was performed by mixing
the coal powder with solvent at the weight ratio of unity at 40 °C. The solvent-swollen coal was washed
with methanol to remove the solvent.
XRD Measurements
The slow step scanning XRD (Rigaku Geigerflex) of coals before and after the acid pretreatrments was
measured by the scanning speed of 0.4 sec/0.01° at room temperature. The solvent-colas were analyzed by the
step scan XRD with or without the removal of solvent.

RESULTS AND DISCUSSION.

Change of Coal Aggregate Structure by the Acid Pretreatinent

Figure 1 illustrates slow step scan XRD pattems ottained for coals before and after the acid treatment.
In all coals, a broad diffraction profile was obtained around 20 °. The acid treatment intensifies the
diffraction in lower-ranked coals of BZ and WY coal. In contrast, a higher-ranked coal of IL did not change
its diffraction pattems before and after the acid treatment. It is suggested that ordered packing in the lower
ranking ccals can be  rearranged by the liberation of aggregate structure due to the removal of cation bridge.

Solvent Swelling Behaviors of the Coals

Figure 2 illustrates the swelling ratio in ocals of different ranks by four solvents. The extent of swelling
of original coal was in the order of pyridice > DMF > methanol > benzene. The acid treatment
significantly increased the swelling ratio of the lower rank coals of BZ and WY, while the swelling ratio of IL
coal did not change so much by the acid treatment.

Non-treated lower-ranking coals are very refractory against the swelling by the polar solvents such as
pyridine and DMF probably due to the strong cation-bridging through the oxygen functional groups. The
aggregate structure of a higher-ranked coal IL,, is essentially not changed by the acid  treatment because of its
lower contents of both ion-exchangeable cations and oxygen functional groups, resulting in the insensitivity to
the swelling with polar solvents. Less and non-polar solvents showed much smaller swelling of which
extent appears rather independent on their ranks.

Figure 3 shows the XRD profiles of BZ coal before and after the solvent swelling treatment with DMF
or pyridine followed by washing with methanol. The peak around 20 ° was intensified by the solvent
treatment even after the washing with methanol, indicating that solvent swelling treatment with polar solvents
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may rearrange the aggregate structure caused by aliphatic chain entanglement to mare oriented form. It is
noted that such effect with DMF is more significant than that with pyridine.

Figure 4 illustrates the XRD profiles of DMF-treated BZ coal before and after the acid treatment. The
acid treatment  slightly intensified the peak around 26 °, indicating that the aromatic ring stacking may be
rearmanged to a small extent by the removal of bridging cations. In other words, the solvent treatment of BZ
coal with DMF may contribute to the aliphatic chain entanglement, while the acid treatment may be more
sensitive to the aromatic ring stacking caused by newly formed hydrogen bonds.

Figure 5 shows the XRD patterns of Beulah-Zap and Wyodak coals before and after the solvent-sweiling
treatments with and without the removal of DMF. The solvent-swollen coals with polar solvents such as
pyridine and DMF intensified the peaks for the y-band even after the removal of the solvent by washing with
methanol. It is noted that the solvent-impregnated coal gel (solvent/coal weight ratio of umity) also showed
the intensified y-band peak without the removal of solvent, suggesting some contribution of the solvent itself’
to the rearrangement of the coal aggregate structure. It is also suggested that the interaction of polar solvent
with coal macromolecules through the oxygen functional groups may survive and influence the secondary
aggregate structure in the lower ranked coals even after the removal of solvent.

Figure 6 shows the XRD profiles of IL. and UF coals before and after the impregnation treatment with
DMF. The DMF-impregnated coals of the higher rank gave a intensified peak around 20 °, although the
extent was much smaller than that with the lower ranked coals of BZ and WY. It is suggested that DMF
may interact more weakly with the higher ranked coals which have less oxygen functional groups but with
more and larger aromatic rings.

Based on the above results, the interactions between coal and solvent can be controlled by changing the
combinations of coals of different rank with solvents of different polarity. The slow step scan XRD
measurements is effective for the detection of the change in coal aggregate structure caused by the non-
covalent bonds interactions such as aliphatic chain entanglement, aromatic ring stacking, charge transfer,
and/or hydrogen bonds.
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INTRODUCTION

Low rank coals, such as lignite and brown coal, have high residual moisture contents in the range
0f 30-70wt% [1]. Due to such a high moisture content of the coal, moisture removal is the first
and essential step in almost any process for upgrading or utilizing them. Since the moisture
removal is known to have a significant effect on the physical and chemical properties of dried
coal, fundamenta) understanding of moisture removal is of some consequence. It would be easy
to imagine that the effects are brought about by the change in macromolecular structure of coal
along with moisture release {2). Although it is considerable that the physical change of coal
during drying process is caused by the change in macromolecular structure of the coal, the
natures of macromolecular structure of coal have not been fully understood. Recently,
computer-aided molecular design (CAMD) technique has applied to the area of fuel chemistry to
obtain insight into the structure, properties and interactions of macromolecules. Carlson has
determined three-dimensional minimum-energy conformation of four bituminous coal models,
and indicated that nonbonding interactions, in particular, van der Waals and hydrogen bonding
interactions, are strong driving forces to form and stabilize the three-dimensional structure of the
coal models [3]. Takanohashi and co-workers determined the minimum-energy conformation
of bituminous coal by CAMD and reported that the bituminous coal has a possibility to have
associated structure of coal molecules which have a continuous distribution of molecular weight
14,5]. In the present study, the conformational change in macromolecular structure of an
Australian brown coal with its moisture removal process was simulated by means of a CAMD
method.

EXPERIMENTAL

CAMD calculation method

The CAMD study was carried out using PolyGraf software. The software allows treatment of
relatively large molecules containing up to 20 000 atoms and is capable of calculating the most
stable structures with the minimum conformational energies using AMBER, MM2 and
DREIDING force fields. In this study, the DREIDING force field was used. The energy for
mode! molecule was evaluated from forces of bonded interactions (bond; E,, angle; E,, torsion;
E,, inversion; E)), and forces of non-bonded interactions (van der Waals; E,qw, electrostatic; E,
hydrogen bond; E,;); as follow:

el>

E=(E,+E, +E + E)+ (Eyqy + Ey + Ey)

The structure of Yallourn brown coal (YL) was modeled by two oligomers, namely a tetramer
(Mw=1540) and a pentamer (Mw=1924), of unit structure. The unit structure which was
constructed on the basis of the data from elemental analysis and >C-NMR spectroscopy of the
coal is shown in figure 1. Each oligomer was specially arranged so as to have no interaction
with others. Simulations of moisture removal process were initiated by generating 360 water
molecules (65.25wt%, wet basis) surrounding the model molecule and the minimum energy
conformation (MEC) for the model with water molecules was calculated based on molecular
mechanics and molecular dynamics methods. ~ After MEC was obtained, the potential energies
and volume were calculated individually for the mode! molecule with water and model molecule
alone. The volume was defined as the void volume using water as a probe molecule. The
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calculation was repeated decreasing the number of water molecules step by step to 0, and finally
MINEC for model molecule with O water, i.c., completely dried coal was obtained. Re-
adsorption of water onto the completely dried coal was also simulated in the same manner by
generating 360 water molecules surrounding the model molecule with 0 water.

Coal Sample

Yallourn brown coal (YL, Moisture;60.0wt% wet basis, ash; 1.1wt% dry basis, C;62.6wt%,
H;4.6wl%; N;0.7wt%, S$;0.3wt%, 0;31.6wt% diff.) was selected and used as a sample. The
moisture content of the sample coal was controlled by varying the relative humidity in a vessel
from 0 to 84% at 303K using conc. H,SO, and aqueous solutions saturated by selected salts.

Volumetric Change Measurements

For coal drying process, partially and completely dried brown coal samples were placed in
constant diameter tubes (8 mm i.d.), then centrifuged for 5 min at 4 500 rpm. After which the
height of the coal particle bed was measured by caliper. For volumetric recovery measurement,
water was added in the tube confaining completely dried sample, then the contents were
vigorously stirred. The tube was sealed and placed in an oven kept at 303K for 7 days. The
tube was centrifuged again for 5 min at 4 500 rpm, then the height of coal bed was measured.
The volumetric shrinkage of sample during moisture release process was determined by referring
to the initial volume of as received sample. The volumetric recovery of dried sample was
determined by referring to the initial volume of as received sample.

RESULTS AND DISCUSSIONS

The volumetric change of the YL during moisture release process was determined. The results
are shown in figure 2 as a function of the extent of moisture removal. During moisture release
process, the volume decreases monotonously with moisture removal, and reaches nearly a half of
initial volume at the final stage. The volumetric recovery for completely dried brown coal was
also determined. The volume of the completely dried sample is not recoverable with moisture
re-adsorption. These results reveal that the volumetric change of YL is irreversible when the
moisture is removed completely from the coal and imply that the irreversibility is caused by
conformational change in the macromolecular structure of the coal during moisture release
process. In order to elucidate the conformational change, CAMD technique has been applied
for simplified brown coal model molecule.

Volumetric change in MEC of YL model molecule during moisture release process obtained with
CAMD calculation is shown in figure 3. The MEC were extracted after 100 pico-second
molecular dynamics calculation. The calculated volume for MEC of YL model molecule with
water molecules, here after defined as COAL/WATER, shows monotonous decrease with
moisture removal. The volumetric changes of COAL/WATER well corresponded to the
experimentally observed volumetric changes of YL. The conformation for MEC of YL model
molecule alone, defined as COAL, showed an extensive shrinkage of the size from the initial
expanded to the contracted as well as deformation of the shape with a decrease in the number of
water molecules. The volume for COAL remains constant with the extent of moisture removal
up to 60%. A significant decrease in COAL volume is observed with the extents higher than
80%, resulting in a completély dried COAL with a volume being 80% of the initial one.
For re-adsorption of water molecules onto the completely dried coal, COAL/WATER recover its
volume by 85% of the initial one. The volume of COAL, however, is not affected by moisture
re-adsorption. These CAMD calculation results indicate that removal of water molecules is
responsible for the volumetric change of COAL/WATER with progress of moisture release, and
change in the conformation of COAL proceeds in the final stage of moisture release. Also, the
conformational change is irreversible and re-adsorption of water molecules causes an increase in
coal volume without affecting the coal conformation.

The total potential energies for COAL/WATER (Ec,) can be assumed as a sum of three potential
energies, L.e. COAL (Ec), water molecules (Ey) and interaction between brown coal model
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molecule and water molecules (Epy), as follow;
Egw=E¢ + Ew + Epg

Figure 4 shows the change in Ecyw and Ec as a function of moisture removal. Monotonous
increase in Eqyy clearly indicates the marked contribution of water molecules on the stabilization
of COAL/WATER. The stabilization could be attributed to the non-covalent interactions among
water molecules and between YL model molecule and water molecules. E¢ decreased
drastically for the extent of moisture removal of 80% and the change corresponded well to the
volumetric change of COAL. The decrease of E suggests the stabilization of COAL, whereas
the increase of Ey, means that COAL/WATER becomes unstable along with moisture release
process. For moisture re-adsorption, E. shows incomplete recover, since Ecy reverts
completely to its initial value. This means that the YL model molecule has most stable
conformation at oompletelybdried state. While the effects of moisture release on the conversion
reactivity thought to be due to a physical change, such as collapse of pores, the stabilization of
the macromolecular structure also makes contributions to the conversion reactivity. In
summary, the change in conformation for YL model molecule with its moisture release process
could be successfully simulated by using the CAMD method. Aithough the coal model
molecule employed in this study is rather simple, the results appear to represent the
characteristics of the brown coal, at least volumetric change with moisture release process.

CONCLUSIONS

1. Change in conformation of Yallourn coal model simulated by CAMD method well
correspond to the observed volumetric changes of the coal

2. Removal of water molecules results in a drastic conformational change in the final stage of
moisture removal.

3. Re-adsorption of water molecules causes increase in coal volume without affecting the coal

conformation,
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Figure 1  Unit structure assumed for YL model molecule.
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ELECTRIC CHARGE REDISTRIBUTION INDUCED BY HYDROGEN
BONDING IN LOW RANK COALS
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ABSTRACT

The nature of hydrogen bonds is predominantly electrostatic and strongly coupled to the
environment in such a way, that formation or breaking of hydrogen bonds is accompanied by
redistribution of electric charge among the participants. The intensity of infrared absorptions is
related to charge separations along a particular bond. Therefore Fourier-Transform Infrared (FT-
IR) spectroscopy is a promising tool to study the question whether charge separation in hydrogen
bonding is important in coal. The objective of this study is to observe trends in infrared °
absorption intensities of hydrogen bonds, and in addition free QH and aliphatic deformation
modes, as a function of moisture content in low rank coals, where hydrogen bonding is
significant. FT-IR spectra of Zap lignite with varying moisture (0-22%) content were collected
using the KBr pellet technique, and the spectra were curveresolved in the 3700-1900 cm’'
spectral region. The Mie theory of scattering was used for baseline correction and to calculate
apparent density of coal particles. The data suggest that, in this particular lignite, charge
redistribution as a result of hydrogen bonding is significant. It was observed that all of the
measured quantities, i.e. the intensities of free OH, weak, medium and strong hydrogen bonds,
aliphatic deformation modes as well as apparent density are influenced by the water monolayer
buildup below 10% moisture, and that the direction of this influence reverses after saturation of
the monolayer. A qualitative explanation of the charge redistribution mechanism involving
polarization by hydrogen bond is given.

INTRODUCTION

Model calculations concerning quantitative aspects of hydrogen bonding in coal require that
other noncovalent interactions, such as van der Waals forces, ionic and charge transfer type
interactions, be more or less separable from hydrogen bonding. However, considering the nature
of hydrogen bonds, this might not be true for coal. It is widely accepted that the nature of
hydrogen bond is strongly electrostatic [1,2]. Consequently, the formation or breaking of
hydrogen bonds is accompanied by redistribution of charge among the participants. Hydrogen
bonds are also strongly coupled to the environment. For example, it was shown that in
polypeptide chains hydrogen bonding and n-n stacking reinforce each other [3]). Quantum
mechanical calculations reveal that a small change in the interaction potential originating from
the vicinity of the hydrogen bond may lead to large-scale change in the bonding [4,5]. This
interaction may be enhanced by the cooperative behavior of certain electric charges in coal. As a
result this charge redistribution may well be extended beyond the participating coal molecules.
Perhaps a good example of this is that coal can sustain and stabilize free electrons by
delocalization along a larger condensed aromatic segment. Moreover, Flowers and coworkers [6]
reported that the electron transfer to coal was a bulk property. If secondary effects of hydrogen
bonding in coal are significant, it concerns important aspects of volumetric swelling theories like
the separation of physical intermolecular interactions from hydrogen bonding interactions [7,8],
and also dynamic properties of hydrogen bonding [8]. Another question is whether coal swelling
can properly differentiate between free and hydrogen bonded OH functionalities [9] and/or inter
and intramolecular hydrogen bonds. Since the intensity of infrared absorptions are related to
charge separations along a particular bond, infrared spectroscopy seems to be a suitable tool to
study this question. As a bonus to this approach, the apparent density of the coal particles can be
calculated by applying Mie theory of scattering on the infrared spectra [10]. Water is natural to
the coal structure and it was assumed that its presence in varying concentrations would invoke
gradual changes in hydrogen bonding. A low rank coal (Zap lignite, Argonne Premium Coal
Bank) was chosen in this work to study this question because of its capability to absorb
significant amounts (up to about 26%) of moisture.

EXPERIMENTAL

The Zap lignite was dried in vacuum oven for 24 hours at 107 C° to decrease the moisture
content to about 1.5%. The residual moisture was estimated by the TG-FT-IR technique [11].
The samples with varying moisture content were prepared by mixing wet (26%) and dried
(1.5%) samples, and equilibrating them in sealed vials for one month. Fourier Transform Infrared
(FT-IR) spectra were collected using the KBr pellet technique [12]. It was found that the
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moisture equilibration between the coal particles and KBr at room temperature was very slow,
However, at 107 C° in vacuum the moisture content of the coal particles in the KBr pellet could
be decreased below 1.5%. A typical coal spectrum is shown in Fig.1. The sloping baseline is the
result of light scattered by coal particles, and it can be corrected using the Mie theory [10] where
the adjustable parameters are n (index of refraction), D (average particle sxze pum) and d(particle
density, g/cc) There are two regions with only scattering (above 3700 cm! and between 1800 -
1900cm™ ) to occur and scattering vanishes below =~ 800cm™. Therefore the values of the d, n,
and D could be determined iteratively through minimizing the integral functions

[ etd.n. D)~ I5,,,, Yd(d,m, D) L.

All three adjustable parameters are known [10] to fall between 1< d,n,D <2, I is the sum of
adsorbances in the 3700-4500 and 1800- 1900cm region for the calculated (Mie) and measured
(Spectr.) spectra with lyie= 0 below 800cm™. The errors of the adjustable parameters, A4, A, and
Ap, were obtained through setting Ag=0.05, and than estimating the corresponding errors of n and
D ( Ax=0.01 and Ap'= 0.01). This approach is valid, because the fit with the d, n, D parameters
is excellent. n and D was constant within the error bar for all samples with n=1.64 and D=1.50.
The baseline-corrected spectrum of the 1.5% moisture sample is shown in Fig.1. It is also seen
from this figure, that the pellel drying of this sample resulted in decreased hydrogen bond band
intensities (3600-3000cm™’ region) but significantly increased the scattering. The additional
scattering occurred on microcraks in the KBr pellet as a result of pellet drying. Therefore the Mie
theory is not applicable to dried pellet samples without proper modifications. A rectilinear
baseline correction [12] approximation was used in this particular case.
The conventional spectral deconvolution techniques usually fail if applied to spectra with highly
overlapping bands [13,14]. An alternative approach used in this work is to choose available
literature band assignments as the input parameters for the active IR bands in the 3700-1900cm’
spectral envelope. The input band positions were: free OH (3618cm") [15], weak (3560;
34950m"), medium (3450; 3409; 3300; 3204, 3122cm'l) [14-19] and strong hydrogen bonds
(2741; 2555; 2372; 2215; 2043, 19020m") [20], aromatic stretching vibrations (30400m") [20]
and aliphatic stretching and deformations (2960; 2935; 2900; 2870; 2840cm™) [20,21]. The
aromatic and strong hydrogen bond bands were broadbend (bandwidths in the 100cm™ order)
contributions, and the band shapes were Voigt functions [21]. The final band positions and
shapes can be optimized by the curve-resolving routine (Spectra Calc., Galactic Ind.), but curve-
resolving does not work well if narow and broad bands overlap, which is the case for the
aliphatic modes as seen in Fig.l. (between 3000cm”’ and 2800cm’ ) Therefore, the aliphatic
absorptions were stripped off from the spectra and the two spectral fragments were curve-
resolved separately.
RESULTS AND DISCUSSION.
Infrared intensity data. The total line intensity of a given i —j vibrational transition can simply
be given as

=S + () + (1) 2.

where N is the Avogadro number, ¢ is the speed of light and pkx,y_z are the coefficients of the
normal coordinate Qy in the expansion of the electric moment

3N-6
#,= 0+ 3 40, + higherterms 3.

k=)
where the higher terms are thought to be small. The same can be written for the y and z
components. The x component of the electric moment possessed by the molecule in its
equilibrium position, p°%, is practically equal to the x component of the permanent electric
moment and only vibrations that cause change in the electric moment are IR active. Since almost
every molecule possesses sufficient symmetry, practically only one of the x,y z components is
different from zero. IR absorption of an intermolecular bond of the type A — A may vanish
because no dipole is generated by the vibration, but the IR absorptions in intramolecular
hydrogen bonds may also vanish in molecules possessing sufficient conjugation in the vicinity of
the hydrogen bond [22]. The same reduction occurs in stretching intensities of CHs;, CH, and CH
groups adjacent to double bonds {23]. Thus, the weakness of the IR intensity of a particular band
is not necessarily connected with symmetry. Rather, charge transfer or conjugation compensates
dipoles induced by the vibration. For this reason, trends in hydrogen bond and aliphatic
stretching mode intensity changes can reflect charge redistribution in highly unsaturated
materials like coal. On the contrary, free (non hydrogen-bonded) OH intensity is fairly
proportional to the free OH concentration and is less effected by conjugation. It was found, that
in lignites with increasing moisture content first a water monolayer is formed which is saturated
at around 10% water [24,25]. Than a simple scenario for the coal macromolecule can be

638

|

[ . "L PR, . SRS S



described as follows. If water is added, the specific sites of the molecule will form hydrogen
bonds with water, and the sites may be either hydrogen donor or acceptors depending on the
electronegativity difference between water and the macromolecule. After the monolayer is filled
up, hydrogen bonding between the second and first layer of water decreases the actual donor or
acceptor character of the first layer, thereby changing the trend of charge transfer between water
and coal as further water molecules are added. However, in heterogeneous complex aggregates
like coal, these trends might be scrambled. The results are summarized in Tablel, and it is seen
that samples with around 10% moisture are indeed distinct.

The free OH concentration is very low below 1.5% and it is maximum at 1.5% moisture. As a
result of hydrogen bond formation with water, the free OH gradually decreases with filling up
the water monolayer. Glass and Larsen [26] also observed the reaction of free OH with a number
of organic bases. Free OH in coal can be stabilized sterically if there is no reacting partner in the
immediate vicinity to form a hydrogen bond, or an existing hydrogen bond can be destabilized to
form free OH through polarization by neighbors [5]. If the diminishing IR intensities below 1.5%
water (see Table 1) were caused by partial decomposition of OH groups or other functionalities,
it would not decrease significantly the free OH concentration, because the remaining OH groups
will have an increased chance to remain free from interacting neighbors. A more suitable
mechanism is intramolecular hydrogen bond formation coupled with increased conjugation. This
supports a coal swelling model proposed by Painter and coworkers [27,28]. According to the
model, the swelling of coal is associated with topological reorganization of the network rather
than changing chain dimensions. Favoring intramolecular hydrogen bonding requires special
folding of the macromolecules of which plenty of examples, especially among helical structures,
exists in nature.

The change of aliphatic intensities (see Table 1.) as a function of water content is a proof, that
the charge transfer as a result of hydrogen bond formation with water extends to, at least, a larger
section of the coal molecule being involved in the hydrogen bonding. An intensity minimum was
observed at around the monolayer saturation. The aliphatic stretching intensities decrease with
electron transfer towards the aliphatic functionalities, With hydrogen bond formation the electron
density increases at the donor site. Therefore a qualitative explanation is that the coal is the
donor in the hydrogen bond with water.

The reduction, rather than the increase, of hydrogen bond intensities with the water monolayer
buildup can also be related to the water monolayer buildup. As additional hydrogen bonds are
formed, the donor strength of coal is decreased reducing the electronegativity difference between
coal and water and increasing the symmetry of the hydrogen bonds.

Apparent density data. Fig. 2 shows the calculated apparent (or particle) densities as a function
of moisture. Using the linear relationship established by Suuberg and coworkers [29] for the
swelling of Zap lignite with water, the proportional decrease of apparent density with moisture
content can be predicted. The same trend is expected from comparing the true (He) density (1.55
glce) [30] with water density (1.31 gr/cc, measured in our lab). Note, that the “water density”
which is the true density of coal saturated with water (in place of He), is an approximation of the
apparent density of water saturated coal. The apparent “swelling” densities in Fig.2 were
calculated from the linear relationship (Suuberg) by normalizing the actual value at 1.5%
moisture to 1.09, which is the average “Mie” density between 1.5 and 10% water. It is seen that,
while the apparent “Mie” density is identical with the “swelling density at 1.5 and 21.8% water
content, the change with water is not gradual, but rather abrupt at the monolayer saturation point.
It is possible, that this is due to the particle size difference between the two type of experiment.
The size of coal particles in the KBr pellets was 1.5 um, therefore the presence of macropores
larger than about half of that (~ 0.6 um) could be excluded. If the ratio of larger than ~0.6pm
pores abruptly changes after the monolayer fill-up, this would explain the discrepancy between
the scattering and macroscopic measurement techniques.

CONCLUSIONS

Infrared absorption intensities in the 3700-1900 cm™ spectral region have been measured as a
function of moisture in Zap lignite. The trends in absorption intensity changes as a function of
moisture content can be related to water monolayer and subsequent secondary layer buildup. The
polarization of hydrogen bonds changes direction at the monolayer saturation (= 10% water).
These data suggest that the electric charge redistribution resulting from hydrogen bond formation
and/or breaking in low rank coals is significant.
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Table 1. Infrared intensities. Peak areas, arbitrary units.

wt% Partial sum of hydrogen bonds Aliphatic

QH* Weak** Medium** _ Strong** CHj* CH,* CH*

<5 0 7.1 55.0 46.1 1.5 4.3 2.1
1.5 11.8 36.8 1337 66.0 1.6 4.9 1.9
4.3 10.2 45.7 131.1 1484 1.8 4.8 1.9
8.9 9.2 449 125.5 629 07 38 1.2
10.3 52 20.3 93.3 638 14 35 1.7
16.2 5.8 31.8 95.9 531 1.7 4.6 2.0
21.8 22 11.3 85.9 122 23 5.1 2.6

*
*%

Dry coal basis
Wet coal basis
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Figure 1. FT-IR spectra of Zap (1.5% moisture) a) after baseline correction; b) before pellet
drying; and c) after pellet drying.
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Figure 2. Comparison of calculated apparent densities. The “swelling” densities were derived
from literature swelling data (Suuberg et.al. [29]) and normalized to 1.09 at 1.5% moisture, while
the “Mie" density was calculated from FT-IR scattering data using the Mie theory of scattering
and the KBr pellet technique. In addition the true (He) density {30] (dry coal) together with the
water density (wet coal) is also shown.”
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In Situ F.TLR. MEASUREMENT OF THE CHANGE IN HYDROGEN BONDING OF COAL
THROUGH HEAT TREATMENT
Kouichi Miura*, Kazuhiro Mae, Li Wen, Takumi Kusakawa and Akiko Kumano
Department of Chemical Engineering, Kyoto University, Kyoto 606-8501, Japan

INTRODUCTION

It is well known that hydrogen bonding plays an important role to keep the macromolecular structure
of coal™  Several attempts have been made to estimate the amount and the strength of hydrogen bonding in
coal. However, no definite methods have been presented for the estimation. One of the difficulties
encountered for the estimation is the distribution of hydrogen bonding, and another problems associated with
the estimation is the effect of adsorbed water. F.Tir. is believed to be a most powerful and convenient
method to estimate the hydrogen bonding "' The water problem can not be completely overcome when
the KBr pellet method was used, although the method is said to be suitable to quantitative studies® Fuller
and Smyri'® showed that the in-situ diffuse reflectance i.r. Fourier transform (DRIFT) technique with neat,
undiluted, coal samples can be well utilized to trace the in-sifu reactions such as oxidation, dehydration, etc.
Painter et al” clarified the attriburtion of hydrogen bonded absorption bands ranging from 2800 to 3600 cm™,
It is known that the absorption wave number of hydrogen bonded OH stretching vibration shifts from that of
free OH by A vy, and that the Avy; value increases with the increase of the strength of hydrogen bonding.

In liquid phase hydrogen-bonded adduct formation reactions between phenolic OH groups and various
bases (B) have been examined in detail:'*1?

PhOH + B - PhOH-B ; AH )
where AH (< 0) is the enthalpy change of the reaction, and -AH is regarded as the strength of hydrogen
bonding in general. Awy, (>0) for this reaction is the wave number difference between the free OH in Ph-
OH and the hydrogen bonded OH in Ph-OH---B. Through separate measurements of AH [kJ/mol] and
Avig [em™] for many phenol-base combinations a linear relationship was found to hold between them by
many investigators. The relationship obtained by Drago et al."®, for example, is given by
-AH=0.067A vy +2.64 )

For solid-gas interactions, Kiselev'® found that a linear relationship between the heat of adsorption,
AQ; [kl/mol], and the A v [cmi'] for a hydroxylated silica surface and various vapors including steam. It
was represented by

AQ, =0.064 Avy,-1.16 3)
These works clarified that the OH wave number shift caused by the formation of hydrogen bonding is well
related to the enthalpy change of the hydrogen bonding formation. However, neither the distribution nor the
amount of hydrogen bonding were not taken into account in these works.

Recently Miura and his co-workers'” have presented a method to estimate the strength distribution of
hydrogen bonding (HBD) in coal by use of F.T.ir. and DSC. The method was developed by combining
and extending the works of Drago et al, Pairtter et al, and Kieslev. They found the following -AH vs. A vy,
relationship for water free coals:

-AH =0.069Avy, 4)
In their analysis, however, F.T.ir. measurements were performed using the KBr pellet technique, and hence
the water effect might not be completely eliminated. Furthermore, the absorption coefficients for different
hydrogen bonded OH were assumed to be same as the first approximation. The latter assumption affects
the amount of hydrogen bonding but does not affect the -AH vs. Avy, relationship given by eq 4.

To overcome these weak points in the former analysis, an in-situ diffuse reflectance F.T.ir. (DRIFT)
technique was employed for the measurement of spectra, and the change in absorption coefficients was taken
into account in this paper.  The improved method was applied to estimate the change of hydrogen bonding:
during the heating of the Argonne premium coals from 30 to 290 °C.

ANALYSISMETHOD
The method to obtain the HBD was originally presented in a previous work.” The method was
improved in this paper by taking into account the change in absorption coefficients for different hydrogen
bonded OH groups.  The procedure to obtain the HBD by the improved method is summarized as follows:
1. Divide F.T.ir. spectrum ranging from 2200 to 3700 cm™] into several hydrogen bonded peaks by a curve
fitting method as schematically given in Fig. 1(a). The Gaussian distribution was assumed for each
absorption band in this work. Three peaks associated with aromatic and aliphatic CH stretch vibrations
are easily eliminated from the spectrum.
2. Estimate the amount of OH for the j-th peak, (nor)p by the Beer law as follows:
("OH)j=dej &)
where 4; and «; are respectively the integral intensity and the absorption coefficient of the j-thpeak. In
this analysis c; was assumed to be represented by the equation presented by Detoni et al ®forthe
hydrogen bonded NH groups
%o

o=
P14 0.0141(A ) ©
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where a is the absorption coefficient of the stretch vibration of the free OH.  Then the amount of the OH
corresponding to the j-th peak, (noy); is given by

. =_‘lo— j
on); = 1750101 ), 7

3. Calculate the strength of j-th hydrogen bonding, (-AH),byeq. 3 as
{ - AH); = 0.069 (Avgy); ®)

4. (noy); vs. (-AH), relationship gives the distribution of the strength of hydrogen bonding as shown
schematically in Fig. 1(c).

Table 1. Uttimate analyses and oxygen distribution of 8 Argonne premium coals used [wt%)

Coal (abbre) Utiimate anatysis [da f] Oxygen cantent [daf)

C H N Odiff) asOOOH asOH  asC=0 asEther
Beulah-Zap (ND) 729 48 12 201 381 916 196 228
Wyodak (WY) 750 54 11 210 333 768 0.74 2.56
Mlinois #6 (IL) 777 50 14 135 023 586 093 057
Blind Canyon (UT) 807 58 14 135 023 52 063 368
Lewnston-Stockton (ST) 826 53 16 98 020 270 0.18 267
Pittsburg#8 (PITT) 82 53 16 88 0.16 432 0.18 208
UpperFreepart (UF) 855 47 16 75 0.14 196 044 036
Pocahontas (POC) 9Ll 44 13 25 005 098 032 024

EXPERIMENTAL

Coals samples  Eight Argonne premium coals were used as samples. The ultimate analyses and the
amount of OH and COOH oxygen'® are given in Table 1. Coal samples -200 mesh were further ground for
1 minute in a mortar just before measurement.

Apparatus and procedure.  All the IR spectra were measured at 4 cm’ resolution on a JEOL JIR-
WINSPECS0 F.Tir. spectrometer with a microscope stage. A Mettler 84HPT hot stage, shown
schematically in Fig. 2, was attached to the microscope stage for the in-situ measurement. A mirror, which
is believed not to absorb water, was used as a background. About 0.5 mg of neat coal samples were leveled
and pressed on the mirror by hand using a spatula. 1t is essential to make a flat surface for obtaining good
and reproducible spectra. The coal samples were equilibrated at 30 °C in a flowing nitrogen stream.  Then
they were heated at the rate of 5 K/min up to 300 °C during which nitrogen was continually supplied at the
rate of 100 cc/min to prevent any possible leakage of air into the chamber and to keep the stability of the
temperature. A BaF, disc was put on the pin hole from where the light passes though. The light source was
a heated Ni-Cr wire and the detector was MCT (mercury cadmium-tellurium). F.T.ir. spectrum was
collecteded by acquisition of 100 scans at every 20 °C of interval.

RESULTS AND DISCUSSION

Change of spectra with heating.  Figure 3 shows the in-situ F.T.i.r. spectra ranging from 2200 to 3650 cm’
for four coals measured at every 20°C.  One of the problems encountered by many investigators in using in-
situ FTi.r. was the spectra quality at high temperatures due to change in refractive index.  Very beautiful
and reproducible spectra could be obtained by use of the proposed measurement technique for all the coals in
this work. Very flat base lines were obtained at all the temperatures, and the spectra for POC were almost
same above 70 °C.  This suggested that the spectra were not affected by the heating.  Separate experiments
were performed using kaolinite to check the change of spectra with increasing temperature up to 350°C. The
mirror backgrounds at 30°C and at corresponding temperatures were used respectively to get the F.Tir.
spectra.  The spectra do not change with the background at different temperatures. Then all the spectra
shown in this work were obtained using the background at 30°C. This made the in-sity measurement
convenient, fast and reliable.

To get accurate information of hydrogen bonded OH groups, it is essential to ensure that the artifact
does not exist during experiments and/or during the data processing after experiments. It is easily checked
by tracing the change in the aliphatic and aromatic C-H bands. Because the C-H bond is hard to
decompose or to form below 300°C, we can easily know whether some artifact exists or not from the
variation of the 2890 and 2930 cm” bands (the absorption of aliphatic C-H bond), and 3050 cm™ band (the
absorption of aromatic C-H bond). It was found that these intensities were not affected by the temperature
up t0 300 °C.  Therefore, all the changes in the OH spectra were really what happened in coal during the
heating. Now, significant changes in the OH spectra were judged to occur for ND and WY coals, whereas
very little change was judge to occur for PITT and POC coals during the heating for the four coals given in
Fig. 2.

Change in strength distribution of OH associated with hydrogen bondings. Al the spectra measured for
the eight coals were analyzed by the procedure given above to estimate the change in HBD through the
heating. Figure 4 shows the result of peak division and the HBD distributions obtained for ND as an
example. The spectra ranging from 2200 to 3650 cm were divided into 9 peaks by a curve-fitting method.
The peak assignments were determined as follows by referring to the work of Painter ef a/': six hydrogen
bonded bands (HB1 at 3516 cm™; OH-rt, HB2 at 3400 cm; OH-OH, HB3 at 3280 cm’; OH-ether, HBA4 at
3150 cm; cyclic OH-OH, HBS at 2940 cm”; OH-N, and HB6 at 2650 cm”; COOH-COOH) and three C-H
bands (3050, 2993, and 2920 cm™"). No free OH band was detected for all the coals. In actual peak
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division the peak positions were slightly changed, depending on the sample by referring to the second
derivative of each spectrum. The bands for the C-H bonds did not change during the heating, then they
were easily separated from the hydrogen bonded bands. The amount of OH and the strength of each
hydrogen bonding were calculated from each peak intensity, 4;, and the OH wavenumber shift, Avy, with
the aid of eqs 7 and 8, where the total OH value given in Table 1 was'used as the value at 150 °C to estimate
a,ineq 7. The strength distributions of hydrogen bonding thus estimated, (), vs. (-AH), relationships,
for ND are shown in the right of Fig. 4. It is clearly shown that the amount of weakly hydrogen bonded OH
preferentially decreases with the increase of temperature.
Quantitative analysis of change in hydrogen bonding during the heating. The changes of the amounts of
the six hydrogen bonded OH with increasing temperature are shown for four coals in Fig, 5. As is expected
from the spectra shown in Fig. 4, the amounts of HBI to HB4 decrease significantly with increasing
temperature for ND and WY, whereas all the hydrogen bondings do not change with increasing temperature
for POC. The decrease in the total amount of OH with increasing temperature is related to the formation of
HO. Itis noteworthy that only the distribution changes without affecting the total amount of OH for PITT
above 230 °C.  This means that stronger hydrogen bonding, HBS5, shifted to weaker hydrogen bondings,
HB1 and HB2, above 230 °C.

To examine the change in the hydrogen bonding in more detail, total enthalpy for the formation of all
OH associated hydrogen bondings, (- AH),,,, (<0), at each temperature was calculated by

(= AH ) =Z("0H)j(_AH)j [kJ/kg] O
j

Utilizing (- AH),,, and the total amount of OH groups, (7o) the average strength of hydrogen bonding, (-
AH),,, can also be calculated by
" Ylnon)y ~AH);
(= AH),, =(—AH)mml -
(Mot ol > (non);

(10)

] .
The (- AH),,y values and the (- AH),, values are shown in Fig. 5 and Fig. 6, respectively. (- AH)y,
decreases with the increase of temperature due to the changes in the hydrogen bondings. When the number
of total OH groups does not change, the decrease in (- AH),, is due to the rearrangement of hydrogen
bondings. When H0 is produced during the heat treatment, the number of OH groups decreases by the
two mechanisms, and consequently (- AH), ) decreases. The first mechanism is the desorption of adsorbed
water and the other is the formation of H,O by the decomposition of two OH groups. For ND and WY,
both (- AH),y and (op )y, decreased with increasing temperature, indicting that the change in (- AH),, is
brought about by the formation of water. On the other hand, for PITT above 230 °C, only the (- AH),y,
value decreased without affecting the value of (1), This indicates that the rearrangement of hydrogen
bondings occurred at above 230 °C as stated above. This rearrangement may be associated with the glass
transition as detected by DSC by several invastigamors.m'2 !

The changes in the average hydrogen bonding strength, (- AH),,, in Fig, 6 are also informative. The
(-AH),, values are around 20 to 24 kJ/mol-OH and kept almost constant during the heating for ND, WY, UT
and IL. The (- AH),, value for PITT is around 23 kl/mol-OH below 230 °C, but it decreases to 20 kl/mol-
OH above 230 °C, indicating that the glass transition ocaured between 230 to 270 °C.  For high rank coals
of UF and POC, the (- AH),, values are 28 to 30 kJ/mol-OH, which are larger than for the other coals by 4 to
8 kl/mol-OH.  The (- AH),, value for UF also decreased to 23.7 kJ/mol-OH above 230 °C, again indicating
the occurrence of the glass transition. The (- AH),, values estimated here are rather close to the values
reported as the strength of hydrogen bonding in the literature. > A little bit larger (- AH),, values for UF and
POC are associated with the relative abundance of OH-N hydrogen bonding in these coals. Tt was clearly
shown that the glass transition behavior can be detected from the change in (- AH),, value for higher rank
coals.

What we would like to stress here is that the value of a is not required to calculate (- AH),, as can be
found from eqs 7, 8, and 10, which means that only FTi.r. spectra measurements are enough to obtain (-
AH),,. This is a great merit of the proposed analysis method. ' Then the acauracy of the (- AH),, values are
well expected.

Differentiation between adsorbed water and decomposed water. Tt has been rather difficult to distinguish
the chemisorbed water and the water formed by decomposition reaction, which made it difficult to define the
dried state of coal. In this analysis we could estimate the changes in the amount of OH , (i) 2nd the
enthalpy related to hydrogen bonding, (- AH),;, as shown in Fig. 5. Then we can estimate the change in
the enthalpy related to hydrogen bonding with the formation of water by using the values of (- AH),,, and
(orhat 3

df - AH) gt

(08 ) otat

where 2 in the ths. was included to account for the fact that one H,O molecule contains two OH groups.
The magnitude of (AH)y,, thus estimated is well expected to be dependent on the mechanism of water

(AH)pz0 =2 [id/mol—H,O] (11)
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formation.  Then the (AH)p values calculated by eq 11 with the aid of eqs. 7, 8, and 9 are shown against
temperature in Fig. 7. The values obtained for an Australian brown coal (Morwell; MW) and a lignin are
also included in the figure for comparison.  The (AH )y vs. temperature relationships were so close each
other, and there was a distinct jump at about 140 °C: the (AH)p, values below 140 °C were close to or
slightly smaller than the heat of vaporization of water, AH,,, whereas the (AH )y values above 140 °C were
significantly larger than AH,, These results suggest < that the water detected below 140 °C is the
chemisorbed water and that formed above 140 °C is the water formed by some decomposition reaction.
Thus the HBD estimated by the proposed method is found to be utilized to distinguish the type of water

formed.  Finally we would like to sress that the value of a, or the vale of (o
is not required to obtain (AH)yp, as was the case to calaulate (- AH),, Only ETi.r. specira measurements
are enough to obtain (AH),,,  This is a great merit of the proposed method and it simplifies the procedure
1o obtain (AH),p,,.

CONCLUSION

Insifu F.Ti.r. measurements were performed for the Argonne premium coals to estimate the change in
hydrogen bonding through heat treatment. Neat, undiluted, coal samples were placed in a specially
designed cell and they were heated from room temperature up to 300 °C in an inert atmosphere. F.T.ir.
spectra were collected in every 20 °C using the diffuse reflectance infrared Fourier transform (DRIFT)
technique and the spectra ranging from 2200 to 3650 cm’ were divided into 6 hydrogen bonded OH peaks
and other peaks The strength distribution of hydrogen bonding (HBD) at each temperature was well
estimated through the analysis of the divided peaks by the propses method By utilizing the HBD the
changes in enthalpies associated with the desorption of wates, the glass transition, and the decomposition of
OH groups were well estimated  Only F.T.ir. spectra measurements were found to be enough to obtain
such enthalpies. This greatly simplified the calculation procedure and increased the accuracy of the
enthalpies. The validity of the proposed in situ F.T.ir. measurement method and the analysis method for
obtaining HBD was well clarified.
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Figure 1 Procedure to obtain HBD from the spectra ranging from 2200 to 3650 cm™.
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QUANTITATIVE DESCRIPTION OF OXIDATIVE DEGRADATION OF BROWN COAL IN
AQUEOUS PHASE BASED ON LATTICE STATISTICS
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INTRODUCTION

Some recently developed pyrolysis models'? reasonably combine the kinetics of bridge
breaking/formation with the Bethe lattiee statistics*® that reeognizes aromatic clusters and bridges as sites
and bonds, respectively. The assumption of coal as a lattice can be examined by analyzing the
characteristics of its degradation, which provides the measurable structural changes of coal, namely, the
decrease in the bridge concentration and corresponding increase in the fraction of low-molecular-mass
components released from the network. The relationship between these changes may be quantitatively
described by assuming coal as a lattice having a particular chain configuration. The authors®” found that
an O, oxidation in weakly alkaline aqueous phase solubilizes low rank coals to considerable extent. The
oxidation increased the mass fraction of solvent-extractable material in a brown coal from 0.15 to 0.97.
Analyses of the products revealed that aromatic carbon was selectively oxidized into carboxyls in the
residual solid as oxidized coal, water-soluble non-aromatic acids and carbon dioxide, while aliphatic
carbon was minimally involved in the reaction. Considering that the coal consists of aromatic clusters
and inter-cluster bridges, they proposed a reaction mechanism that the oxidation converted aromatic
carbons bonded to bridges into peripheral carboxyl groups on the neighboring clusters, and did the other
aromatic carbons into non-aromatic acids or carbon dioxide. According to this mechanism as illustrated
in Figure 1, the oxidation decomposes the macromolecular network of the coal by eliminating clusters as
sites and converting bridges as bonds .into peripherals. If the mechanism is valid, the extent of the
degradation can be quantified by determining the amounts of lost bridges and clusters from those of
formed carboxyls and oxidized aromatic carbon, respectively. In addition, the number of carboxyls
formed as peripherals is expected to be equal to that of bridges which were bonded to eliminated clusters.
The present paper examines the validity of the above-described mechanism of the oxidation and the
applicability of general lattice statistics to the analysis of the degradation characteristics.

EXPERIMENTAL
Acid washed Morwell brown coal was oxidized at 85 °C for 1 - 12 h in an aqueous solution of Na,CO;,
into which atmospheric oxygen gas was continuously bubbled. Details of the experimental procedure
_were described elsewhere’. The oxidized coal obtained through the oxidation for X h is hereafter referred
to as SX. The oxidized coals were analyzed by a CP/MAS "*C-NMR, and the carbon type distributions
of the individual samples were determined. Details of the measurements, peak assignment and curve
resolution of spectra were reported previously’. The concentrations of carbonylic, carboxylic and
phenolic groups were measured by means of oximation, ion exchange and acetylation, respectively. The
samples were also subjected to exhaustive extraction with various single and mixed solvents at ambient
temperature under ultrasonic irradiation. For the all samples, the mass fraction of solvent-extractable
material was defined as that of material extracted with DMF that gave the greatest fractions among the
solvents employed’. Molecular ‘mass distribution of the extracts was measured by a laser desorption-
ionization spectrometry (LD/MS) on a spectrometer (Japan Perseptive, model Voyager™ RP-DE). The
spectra were observed in a linear mode under the following conditions: accelerating voltage; 25 kV, mass
range; 50 — 100000, pressure; 1 — 2-107 torr.  Pulses of a nitrogen laser operating at 337 nm was used for
the laser desorption.

RESULTS AND DISCUSSION
The structural analyses determined the fractions of different types of carbon found in the oxidized coals:
Jeo (carbonylic carbon), feoon (carboxylic carbon), /o (phenolic carbon), £, (aromatic C bonded to ether),
Jfac (aromatic C bonded to carbon), f..,4 (protonated aromatic C), f,, (aliphatic C bonded to O other than
methoxy carbon), fiocys (methoxy), forack; (methylene or methin at a position to aromatic C), fi.cp;
(methylene at 8 position), f.acy; (methyl at a position) and f,.cy; (methyl at remote position). These
fractions are indicated in the unit of mol-C per 100-mol C in SO0. The fractions of total aromatic and
aliphatic carbons, referred to as £ and f,, respectively, are defined as

Jo= Sacet Jaou t fac ¥ Saun ,

Jat = Ja-o+ fa-ocus* Jot-aciz ¥ fa-cnr + fat-acs + Sa-cus + Sar-ocias
Jaracias 18 the fraction of aliphatic carbon contained in non-aromatie acids. f,, was calculated by the
difference between the fraction of oxygen-bonded aromatic carbon that was determined by the NMR and
Joon Figure 2 shows f, f; and frooy as a function of oxidation time. f, decreases monotonously with
time while £, remains unchanged. It is also seen that fooy increases as the oxidation progresses. Here,
the differences of £, and fcoon from those of SO are defined as Af, and Afcoom, respectively. The figure
also shows the change in the fraction of aromatic carbon bonded to bridges, f,,, which was calculated
according to Solum et al.?,
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fov=Soct Jaem (fcoon + fu-ocus + Ju-rcus+ fnl—uCHJ)
The decrease in f,, with time indicates the loss of bridges by the oxidation. The total amount of bridges
is calculated from a simple stoichiometry.

No= fosl2
The loss of bridges, AN, is here defined as
AN, = N, (for S0)— N, (for SX)

When aromatic clusters are eliminated by the oxidation of aromatic carbon involved in them, the amount
of eliminated clusters (AN,) is expected to have a linear relationship with the loss of aromatic carbon
leading to the elimination, defined as Af,*. AN, and Af,* are expressed in the units of mol-cluster/100
mol-C in S0 and mol-C/100 mo!-C in SO, respectively. They are related as

AN = 41, *In,

where Af,* is the loss of aromatic carbon accompanied with the loss of an aromatic ring, and is a little
smaller than the observed loss, Af,, due to the formation of a small amount of quinones that never
contributes to the elimination of clusters. The calculation of Af,* was described in our previous report’.
n, is the average number of aromatic carbon atoms per cluster. The number can be estimated from the
abundance of bridgehead carbon relative to total aromatic carbon®.  As reported previously, for SO - S12,
o0y Was found to account for at most 4 % of f,. Such appreciably small values of f,, indicate that the
assumption of monoaromatic rings, in other words, n, is 6 mol-C/mol=cluster, is reasonable for the all
samples.

Figure 3 shows AN, and Af;,, as a function of AN.. AN, is seen to be in good agreement with Afzoy as
expected by the proposed mechanism of the oxidation, although some deviations are seen. Also, AN, and
Afeoon can be related linearly with AN, at a slope of about 2.2.  This means that 2.2 bridges are lost when
an aromatic cluster is eliminated by the oxidation, and hence that each of the lost clusters was bonded to
the same number of bridges in average. Moreover, the linear relationship itself should be noted when
the mechanism of the oxidation is considered. As illustrated in Figure 1, the elimination of a cluster
accompanies the formation of carboxyl groups at the chain ends of the neighboring clusters. As we
described in the previous paper’, aromatic rings carrying carboxyls generally have oxidation reactivities
orders-of-magnitude smaller than do those without carboxyls. Therefore the neighboring clusters may
behave as inert ones after carboxyls are formed, while they also lose bridges initially connected to them.
Thus, the elimination of clusters would occur non-randomly, producing deactivated clusters that
accumulate as the oxidation progresses. Here, let us consider the degradation of a macromolecular
network or lattice consisting of clusters and bridges, of which initial concentration of inter-cluster bridges
is nyo (= 2:N,/N.o). The degradation is supposed to be caused by the elimination of clusters (or sites).
In the case of a degradation involving deactivation processes as described above, the average number of
bridges bonded to a remaining ‘reactive’ cluster is independent of N/N,, and equals to the initial bridge
concentration, namely n,,. Then, when a cluster is eliminated, n,, bridges are always lost, and the
following relationship holds.

ny =2N,/ N, =2{N,,D- Ay o Neo- Nc)}/Ncs n,,D{Z(N,/NC'o) - l}/(N,/NcD) 0

where N/N_, is the fraction of remaining clusters to that before degradation and is a measure of the extant
of cluster elimination. Figure 4 shows the observed n, as a function of N/N,, together with lines drawn
on the basis of Eq.(1) assuming n,, = 2.23. The observed change of 7, is seen to be well explained by
the equation, ie., the non-random degradation. Eq.{1) can apply to any lattices having different
dimensions, coordination numbers and bridge densities. Thus, the results shown in Figures 24 reveal
that the changes in fegom N, and N, are reasonably explained on the basis of the proposed oxidation
mechanism, and are also quantitatively described by the assumption that the coal is a lattice with 7, of
2.2, while other parameters such as the coordination number are so far unknown.

The above explanation of the change in n, by Eq.(1) not only provides the initial bridge concentration but
also allows us to analyze other characteristics of the degradation assuming that the coal is a lattice.
Bethe pseudo lattices are statistical lattices, each of which has infinite number of sites and is defined by
the coordination number (Z) and site occupation probability (p, 0 < p <I) that is the number fraction of
occupied sites to the total number of sites. When two sites neighboring to each other are both occupied,
they are recognized to be linked by a bridge. Another characteristic of Bethe lattices is that no loops are
allowed in them. The absence of loops provides analytical solutions of states of the lattices by only
giving the parameters, Z and p, and this is the reason why the coal is assumed to be a Bethe lattice in the
models described below. For a Bethe lattice with Z and p, n, is expresscd as

m=Zxp
When the degradation of the lattice occurs with a random site-elimination mechanism, a given probability
p* and_ corresponding bridge concentration 7,* are related as follows.

”b/"'b,n = P./ P @)
where p, is the site-occupation probability of the initial lattice with n,,=£4xp,. The lattice statistics
can also provide the distribution of degree of polymerization. The possibility of that an occupied site
belongs to m-mers, each of which consists of m sites and {m — I) bridges, is given as ’

F;v(p') - mb,.,p('” )(1 _ p.){M(Z -2)+2}
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where mb,, is the total number of configurations possible for m-mers. F,(p*) is essentially .the same as
the fraction of m-mer with regard to the occupied-sites. Figure 5 shows the fractions of finite-sized m-
mers as a function of p* for the Bethe lattice with Z=3. F,(p*) seen in the figure is defined as

mej
E—j(l;)= EE..(P.)

Further details of the Bethe lattice statistics are well described in literature®*, and are therefore not done
here, Eq(2) that gives the relationship between the changes in n,* and p* is applicable to the
description of Bethe lattice degradation only when the elimination of sites occurs randomly (Case-I). In
another case (Case-II) that the elimination of a site accompanies the deactivation of the neighboring sites
as seen in the present oxidation, the elimination of a site results in the loss of n,, bridges. Then, n, at a site
occupation probability, p, is expressed as

nolms ={1-2 s - p)f po} (! ») ©)]

Eq.(3) is directly derived from Eq.(2), since p/py = N/N,, As shown in Figure 6, n, in Case-II is smaller
than n,* in Case-l when p = p*. Essentially, degradation of lattice/network is brought about by the
elimination of bridges, and in this sense, the extent of degradation could be evaluated on the basis of the
decrease in the bridge concentration, i.e., n,. Considering the above, p can be converted into another
probability, p**, that gives n, equivalent to n,*. p**is then calculated as

“a Po{ ~2Apo- 2}/ m}f(pl m)

Thus, if the chemical network of the coal can be assumed to be a Bethe lattice, its degradation caused by
the oxidation would be approximately described by a random degradation using p**.

Here, a structura! model of the coal are proposed and examined on the applicability to quantitative
explanation of changes in the fraction of extractable material caused by the oxidation and molecular mass
distribution of the material. The first model assumes the followings:

1. SO consists of solvent extractable material and a fully developed network. The extractable material
comprises of m-mers with m ranging from 1 — 40, while the network is described as a Bethe lattice
with p, =1 and thus n,, = Z.

2. The fractions of the network and extractable material in SO are 0.85 and 0.15, respectively, which is
based on the observed Yy for S0, 0.15.

3. The concentration of bridges for the extractable material (referred to as n,) is 1.8, which was
determined by analyzing a CP/MAS "*C-NMRspectrum of DMF extract from S0,

4. When a site is eliminated, the probability of that the site belongs to the network is 0.85. This is
based on the assumption that the network and extractable material have equivalent reactivity to the
oxidation.

5. The solvent extractable material, given as DMF extract, consists of molecules whose degree of
polymerization ranges from 1 to 40, The basis of this assumption is mentioned below.

In addition to the above, the second assumption for the model A is also considered in the model B.

Figure 7 compares calculated F,(p) as a function of p"/p, with Ypue. It should be noted that Fy(p)

strongly depends on Z and also agrees well with Y, at Z = 2.18. In the model B, the bridge

concentration of SO, namely n, , is given as

Ny = 0.85Z +0.15n5,

and then n,, is calculated as 2.1 using Z = 2.2. This value of n,, is in good agreement with that
determined from the results shown in Figure 5, i.e., 2.2.  This is, however, not enough to demonstrate the
validity of the model B. The predicted distribution of molecular mass or degree of polymerization of the
solvent extractable material should also be in agreement with that observed. Figure 8 illustrates LD/MS
spectra of DMF extracts from S0, 83, S6, S9 and S12. The spectra reveal that the features common
among the extracts from different oxidized coals; that the molecular mass distributes widely over the
range from 100 up to 8,000 and that compounds with molecular mass of around 300 are the most
abundant. Moreover, the distribution seems not to vary significantly with the extent of the oxidation,
The distribution of molecular mass could be converted into that of degree of polymerization, by giving the
average molecular mass of the monomeric unit. The average molecular mass, M,, was calculated as
about 200 by considering the carbon content, n, and £, The value of M, means that the degree of
polymerization of the extracts ranges ffom 1 to approximately 40. This is the basis of that F,(p) is
considered in the above-described models. Figure 9 shows the molecular mass distribution predicted by
the model B assuming M, = 200. The calculated distribution is little sensitive to the probability p* as
seen for the mass spectra of DMF extracts. It should also be noted that the distribution agrees well with
that observed, although the quantitative comparison of them is difficult at present, due to that the
molecular mass per monomeric unit itself should more or less distribute due to variety of chemical
structure of peripherals and bridges.

CONCLUSIONS

The oxidation depolymerizes the coal by eliminating aromatic clusters. When a cluster is eliminated, the
bridges that have been connected to the cluster are converted into peripheral chains of the neighboring
clusters, and carboxyl groups are formed at the ends of the peripherals. The elimination of the cluster
also accompanies the deactivation of the neighboring clusters due to the formed carboxyls. The
mechanism of the oxidation allows us to describe the following relationships;
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Moo ~ ANy and Moo/ AN = AN AN, = ny 5 =22

The model B, which assumes that coal is a mixture of a fully developed Bethe lattice with Z=2.2 and p,
= 1, and solvent extractable material with ”;,o = 1.8, reasonably predicts the observed increase in the
fraction of DMF extractable material. The model can also predict the extract’s molecular mass
distribution semi-quantitatively as a function of p™ , the corrected.
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COAL DEGRADATION THROUGH EXTRACTION AND DEPOLYMERIZATION IN
A FLOWING SOLVENT UNDER PRESSURE
Kouichi Miura*, Kazuhiro Mae, Hwang Yoo Seock, Ryuichi Ashida, and Masato Morimoto
Department of Chemical Engineering, Kyoto University, Kyoto 606-8501

INTRODUCTION

Solubilization and/or depolymerization are the initial steps of coal liquefaction, coking, or pyrolysis.
Most of the sohbilization/depolymerization experiments performed at rather high temperature in relation to
coal liquefaction utilized a batch reactor, the so-called autoclave, where the interaction between the solubilized

~ small ‘molecules and the insoluble macromolecules can not be neglected. Furthermore, it is almost
impossible to know the actual extraction yield at a high temperature using autoclave, because we can not
separate the fraction which is soluble at the high temperature but is precipated at room temperature from the
residue. The solid recovered at room temperature after experiments is the mixture of the residue and the
precipitated solid. ~ Blessing and Ross' used a specially designed autoclave which is equipped with a basket
assembly. Solvent can penetrate the basket through the glass fiits fitted at the top and the bottom of the
basket. Coal samples were placed in the basket assembly, and the extract was expected to come out from the
basket through the glass fiits. Unfortunately this trial was unsuccessful, because the diffusion rate of the
deposit through the frit was very small.  Flow reactors have been used by several investigators for examining
the solubilization/depolymerization behavior of coal at a rather high temperature.  Aida et al* tried to extract
coal in a flowing stream of solvent with an UV spectrometer as a detector.  This enabled them to monitor the
products continuously, but detailed analysis of the products has not been performed because of the
experimental difficulty. Kandiyoti et al*¢ have heated coal up to 450 °C in a flowing stream of solvent to
avoid the secondary reaction. They have examined the effect of operating conditions in detail Their
interest was, however, the hydrogenation reaction above 400 °C, because their main research target was to
examine the coal liquefaction mechanism.

We have recently found that some bituminous coals can be extracted up to 75 % in a flowing non-polar
solvent at 350 °C without appreciable decomposition.” At room temperature about a half of the extract were
still soluble in the solvent and the rest half precipitated as solid. Both the soluble fraction and the precipitated
solid were almost free from mineral matters, suggesting the possibility of preparing clean fuel from coal in
high yield.

In this paper the solubilization/depolymerization experiments of eight Argonne premium coals were
performed at 350 °C in a flow type reactor, where coal samples were heated in a flowing stream of tetralin.
The purposes of this work were to examine the coal structure through detailed analyses of the extract and the
residue, and to examine the possibility of preparing clean fuels and/or raw materials for the subsequent
conversion. The possibility to decompose further the soluble, the precipitated solid and the residue recovered
from Pittsburgh #8 coal was also examined.

EXPERIMENTAL

Coal Samples.  Eight coals of the Argonne premium coals were used in this work.  The analyses of these
coal samples are given in Table 1.

Experimental Procedure for extraction/depolymerization.  Figure 1 shows a schematic diagram of the
apparatus used for extraction and/or depolymerization. 100 to 200 mg of coal samples were placed between
two filters (112 mm OD and 0.5 mm opening) in a reactor made of Swagelok Tetralin was supplied
continuously using a high pressure pump at the flow rate of 1 mV/min.  The pressure was regulated using a
pressure regulating valve (TESCOM) at 10 MPa.  The reactor was heated at the rate of.5 K/min to 350 °C
where it was kept for 0 to 90 min, then it was cooled immediately by a sufficient amount of water to terminate
the solubilization and/or depolymerization. The coal fraction extracted and/or depolymerized at the reactor
temperature became soluble in the solvent and came out from the reactor with the flowing solvent, but a part of
the solubilized components precipitated as solids when the solvent flow was cooled to room temperature.

The solid thus preaplta:ed, called “deposit” in this paper, was collected by 3 filters (20, 10, and 2 um
openings) placed in series just before the pressure regulating valve. The deposit which passed these filters
were collected in a separation trap with the soluble components at room temperature. The components
soluble at room temperature are called “soluble” here. Product gas was collected in a gas bag, and analyzed
using a gas chromatograph for the components smaller than C6 hydrocarbons in molecular weight. Thus
each coal sample was separated into the residue that is not extracted or depotymerized, the deposit, the soluble,
and gaseous components. The weights of the residue and the deposit were directly measured after
drying them in vacuo at 70 °C. The weight of gaseous components was calculated from the analysis using
the gas chromatograph.  The rest of the product was regarded as the soluble.

Decomposition of soluble and deposit. The deposit prepared from PITT was served to the flash hydro-
pyrolysis and the pyrolysis in a liquid tetralin to examine the possibility to decompose the deposit further.
The flash hydropyrolysis was performed using a small scale of batch reactor at 700, 800, and 900 °C at the
residence time of 60 5. The decomposition of the soluble, the deposit and the residue in liquid tetralin was
performed using a small batch reactor (6 ml in volume). About 50 mg of sample was placed with 5 ml of
tetralin in the batch reactor. The whole reactor was immersed in a sand bath regulated at a temperatures
between 380 to 450 °C, and kept there for 60 min.  The products were separated into hexane-soluble fraction
(HS), hexane-insoluble and tetralin soluble fraction (Tets-HI), residue and gas components by a similar
procedure presented above,
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Analyses of the products. The soluble, the deposit and the residue were characterized through various
analyses. Ultimate analysis and SPEMAS 'C solid NMR analysis® of the deposit and the residue were
pefonl}ed using a CHN corder (Yanaco, CHN-500) and a NMR spectrometer (Chemagnetics, CMX-300),
respectively. The gel permeation chromatography (GPC) was used to estimate the molecular weight
distribution of the deposit, because the more than 95 % of deposit could be solubilized in dimethytformamide
(DMF).  The packed column used is a Shim-pack GPC-8025 (Shimadzu), and an eluent DMF was supplied
at the flow rate of 0.5 ml/min. The matrix-assisted laser desorption/ionization time-of-flight mass spectrometry
(MALDI-TOFMS; Shimadzw/Kratos KOMPACT-MALDI-) was used to estimate the molecular weight
distributions of the soluble, the deposit, the residue, and the raw coal.

RESULTS AND DISCUSSION

Changes in yields of soluble and deposit with increasing temperature and extraction time. Figure 2
shows the changes in the yields of the soluble, the deposit, and the residue with increasing temperature and
extraction time for IL coal. The soluble yield increased with the increase of temperature, reached 25% at
350°C, and finally reached more than 30 % at the holding time (t7) of 30 min at 350°C. On the other hand,
the deposit yield was very small up to 350 °C while temperature is increased, but it increased gradually with
the increase of holding time at 350°C and finally reached about 40% at tr=60 min orso. The increase of the
soluble yield is judged to be brought about through the refaxation of coal structure upon heating in solvent,
because most of the soluble was produced below 300 °C, in other words, the soluble was not produced
through decomposition reaction. By keeping the coal for extended time at 350°C refatively large molecule
components that are soluble in tetralin at 350 °C  gradually came out from the coal particles. It would be
because the intraparticle diffusion rate of the deposit is not so fast.

Figure 3 compares the ultimate product yields at 350 °C, which were arbitrarily defined as the yields at
ty= 60 min, for eight Argonne premium coals. The yields of soluble and deposit for bituminous coals, IL,
PITT, and UF coals, were very large. The extret yields for these coals are as follows: 80 % (soluble: 41 %,
deposit: 39 %) for UF, 67 % (soluble: 29 %, deposit: 38 %) for PITT, and 63 % (soluble: 27 %, deposit: 36 %)
forIL.  Surprizingly, 80 % of UF coal were extracted at 350 °C.  For the lowest rank coal, ND, the deposit
yield was very small and appreciable amourt of gaseous components were produced.  Both the soluble and
the deposit yields were small for the highest rank coal, POC. These results indicate that decomposition
reaction ocaured for the lowest rank coal ND, but little decomposition reaction occurred for the other higher
rank coals. Therefore, most of the sotuble and the deposit for the higher rank coals are judged to be relatively
small molecule components existent in the original coal. The smatl molecules could come out because the
macromolecular network of coal was relaxed through the heat treatmert in the solvent.

These results suggest that the structure of the bituminous coals used in this work is rather close to the

mode! B of Nishioka (physically associated model). *° The soluble and the deposit are assumed to be
physically associated each other and/or with the residue in the raw coal.
Ultimate analysis and 13C NMR analysis. The above discussion clarified that 50 to 80 % of coal can be
extracted with little decomposition by tetralin at 350 °C for bituminous coals. Then the solid products, the
deposit and the residue, were characterized by various analyses to examine the change accompanying the
extraction. Table 2 compares the ultimate analysis and ash content of the raw coal, the residue, and the
deposit prepared at tg= 60 min at 350°C for PITT and IL coals. Since the soluble concentration was very small
and hence could not be subjected to the analyses, the numbers for the soluble in Table 2 were calculated by the
proportional allotment from the data for the raw coal, the residue and the deposit using their yields given in Fig.
3. Although the ultimate analyses were not significantly different among the raw coal, the deposit, and the
residue, the hydrogen content and the atomic H/C ratio of the residue were appreciably smaller than those of
the raw coal and the deposit.  As a result of this difference, the atomic H/C ratio of the soluble was the highest.
This indicates that the soluble is richer in hydrogen than the other fractions. The most distinguishing result is
that the soluble and the deposit contain little ash, which means most of ash remains in the residue. This
presents the possibility to prepare clean fuel or clean raw materials in a high yield from bituminous coals by
simple extraction. :

Figure 4 compares the 13C NMR spectra among the raw coal, the residue, and the deposit prepared at
tp= 60 min at 350°C for PITT. The carbon distributions estimated from these spectra are given in Table 3.
Again the carbon distribution for the soluble was calculated by the proportional allotment from the
distributions for the raw coal, the residue, and the deposit by assuming that no decomposition reaction occurred
during the extraction.  Although the distributions for the raw coal, the residue, and the deposit are rather close,
the proportions of methyl groups (-CHj3) and methylene bridge (-CH;-) are smaller and the proportions of the
bridgehead carbon (Bridgehead) are larger in the deposit and the residue than in the raw coal. These
differences reflected on the the difference in the values of the aromaticity index, f,, of the raw coal, the residue,
and the deposit: they are 0.733, 0.785 and 0.782, respectively. The calculated carbon distribution for the
soluble shows that the soluble is rich in methyl groups and methylene bridge and the the proportions of the
bridgehead carbon is small, resulting in the small f; value of 0650. These results are consistent with the
ultimate analyses shown in Table 2.

Above results suggest that soluble is the fraction consisting of small and more aliphatic molecules in the
original coal, and that the average chemical structure of the raw coal, the residue, and the deposit are very close.
This circumstantially supports the above discussion concluding that bituminous coals were extracted with little
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decomposition below 350°C.  Then the detailed analyses of the soluble, the deposit, and the residue will give
us a more realistic picture of bituminous coals.

Molecular weight distribution of soluble, deposit and residue. We have clarified that the molecular
weight distribution (MWD) can be well estimated by the MALSI-TOFMS method for molecules less than
5000 in molecular weight by comparing the MATD] and the GPC measurements for a deposit solubilized in
dimethylformamide (DMF).’ Then Figure 5 compares the MWDS measured by the MALSI-TOFMS
method for the soluble, the deposit and the residue prepared from PITT at te= 60 min at 350 °C with the MWD
ofthe raw PITT coal. The MWDs for the raw coal, the residue and the deposit are all bimodal having peaks
at My, = ca 300 and ca. 2200. The My, of the peak position for the larger molecules in the deposit seems to
be slightly smaller than that in the residue.  On the other hand, the soluble consists of only small molecules of
less than 600 in My, and the peak position almost coincides with the peaks of smaller My, in the raw coal, the

residue and the deposit.  These results again support the model B of Nishioka for the structure of PITT.  The
deposit and the residue still contain the smalt molecule components which could not be dissociated at 350 °C .
Decomposition of soluble, deposit and residue in tetralin. The soluble, the deposit and the residue
prepared from PITT were heated in tetralin at 380 to 450 °C in the batch reactor to decompose them further.
Figure 6 shows the product distribution through the decomposition for the deposit. The yields of oil (HS)
and TetSHI fraction increased with increasing temperature up to 420 °C monotonously and the sum of the
two yields reached 78 wt %. By further increasing the temperature up to 450 °C a part of the TetS-HI
fraction were decomposed into oil fraction, and the yields of oil and TetS-HI reached 56 wt % and 22wt%,
respectively. Figure 7 compares the MWDs of the products at 450 °C, which were measured by the
MALDI-TOFMS method. Comparing with the MWDs of the soluble and the deposit, the oil fraction
consists of the components smaller than these in the sotuble, the components in TetS-HI fraction are similar to
those in the soluble, and the Tetl fraction consists of the components smaller than those in the deposit.  These
results show that the deposit can be further decomposed into small molecule compounds just by heating it in
tetralin at 450 °C. Figure 8 enlarges the MWD of the oil fraction 5o as to identify the components more
easily involved. Most of the oil fraction consists of the components of M, = 250 to 350. These
components were judged to be dimers of two aromatic ring components from the °C NMR analysis.

Figure 9 compares the product distributions through the decomposition of the soluble, the deposit and

the residue at 450 °C.  Since 72 wt % ofthe soluble consisted of oil, the oil yield increased by only 9 % for
the soluble through the decomposition A small amount of gaseous components (CH, and CO are main
components) were simultaneously produced.  This indicates that the soluble fraction is hardly decomposed at
450°C. The residue was converted into 32 wt % of oil, 1 wt% of gaseous components and 67wt % of Tetl
and residue. Figure 11 shows that more than 52 wt % of PITT coal (daf basis) are converted into oil
fraction through the combination of extraction at 350 °C and the decomposition at 450 °C in tetralin.  This is
very attractive as a coal conversion process, since this conversion process does not require expensive gaseous
hydrogen. These results with the detailed analyses of the soluble, the deposit, and the residue given above
clearly show that the unit components composing the soluble, the deposit, and the residue are similar.
Flash hydropyrolysis of deposit. The above results and discussion showed that the unit struchares of the
deposit produced from PITT coal are two aromatic ring components. Thent the flash hydropyrolysis of the
deposit was performed to examine the possibility to convert most of the deposit into two aromatic ring
components such as naphthalene, methylnaphthalenes, etc. Figure 10 shows the effect of temperature on the
product yields for the flash hydropyrolysis of the deposit. Main products were, unexpectedly, CH, and
benzene, and the total conversion to volatiles was less than 50 % even at 900 °C.  Flash hydropyrolysis over
700 °C seems to be too severe to preferentially obtain two aromatic ring components. We are now
examining the possibility of milder hydropyrolysis conditions for this purpose.

CONCLUSION

Eight Argonne premium coals were extracted in a flowing stream of tetralin under 10 MPa at 350 °C.
Bituminous coals, Tllinois #6, Pittsburgh #8, and Upper Freeport, were extracted by 65 to 80% at 350°C, and
the extract was divided into about 30 to 40 % of soluble (soluble) at room temperature and 25 to 40% of
precipitated solid (deposit) at room temperature. The contribution of the decomposition reaction on the
extraction yield is judged to be neglected for these coals. The extraction yields of lower rank coals, Beulah-
Zap was not so large as those for the bituminous coals. At 350°C appreciable gas formation was observed,
indicating that the decomposition reaction as well as the extraction proceed for these coals. The extraction
yield of the highest rank coal, Pocahontas, was also small reflecting its structure.  Since both the soluble and
the deposit were almost ash fiee, they will be well utilized as 2 starting material of subsequent upgrading
processes such as liquefaction, pyrolysis, and coking.

The treatment of the extraction products prepared from PITT coal were performed in tetralin at 380 to
450 °C to examine the possibility to decompose the fractions under mild conditions. Through the extraction
and the heat treatment at 450 °C Pittsburgh #8 coal was converted into 52 wt % of oil (hexane soluble).
This is very attractive as a coal conversion process, since this conversion process does not require expensive
gaseous hydrogen.  The detailed analyses of the extraction and the decomposition products cleary showed
the structure of PITT coal is represented by the model B of Nishioka (physically associated model).
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INTRODUCTION

To develop coal conversion techniques into useful fuels and chemicals by thermolysis and
hydrogenation, it is important to elucidate the coal structure."® Although coal has a complex
structure which includes various aromatics and functional groups, it can be considered that the
reactivities of hydrogen in coal could reflect the coal structure since each hydrogen in aromatics,
aliphatics, functional groups with heteroatoms etc. has the different reactivities. Therefore, the
determination of reactivities of hydrogen in coal will provide significant information for coal
structure.

Useful methods to measure hydrogen in coal are to utilize isotopes such as deuterium and tritium
tracers. ') A deuterium tracer was effective to trace reactive sites in coal and coal model
compounds, however, there were few examples which enable quantitative analysis of the
hy drogen mobility in coal because of the poor solubility of coal products and the difficulty of
quantification of the deuterium tracer.>” In contrast, we have reported that tritium tracer
techniques were effective to trace quantitatively hydrogen in the coal liquefaction.®'V In these
works, it was shown that the quantitative analysis of hydrogen transfer in°coal could be given
through the hydrogen exchange reactions among coal, gas phase and solvent as well as hy drogen
addition. However, the method under coal liquefaction conditions includes destruction of the
original structure of coal. In the course of our study, we were interested in the direct non-
destructive determination of hydrogen in coal with its original form. Recently, we have reported
that the tritium tracer methods are effective to determine the amount of hydrogen in the
functional group of coal and examine the reactivities of hydrogen in coal through the reaction of
coal with tritiated water and gaseous hydrogen ina pulse flow reactor or a batch reactor.'>!¥

In this study, we investigate the hydrogen transfer between coal and tritiated organic solvent to
estimate the reactivity ofhydrogen in coal. A hydrogen donor solvent tetralin was tritiated with
tritiated water. To avoid significant destruction of the coal structure, reaction was performed in
the range 200-300 °C below usual coal liquefaction conditions. After the reaction of coal with
tritiated tetralin, the reaction of the tritiated coal and water was carried out to remove tritium in
functional groups and to obtain the information for the position of hydrogen exchanged in coal.

EXPERIMENTAL

Reaction of Coal with Tritiated Tetralin .

Four kinds of Argonne Premium Coal Samples (Beulah-Zap (ND), Illinois No. 6 (IL), Upper
Freeport (UF), and Pocahontas #3 (POC)) were obtained in 5 g of ampules (< 100 mesh).
The samples of Wandoan coal (WA) were ground to -150 mesh particles. Coal samples were
dried for 2 h at 110 °C under 10" Torr. The analytical data of coals are shown in Table 1. Coal
rank increases in the order ND<WA<IL<UF<POC and the oxygen content decreases in the same
order. Tritiated tetralin was prepared by modifying the reported method.!® Tritiated water
(2 10%dpm/g), tetralin (1.2g), and sodium carbonate (0.005g) were added into a stainless tube
reactor.  After argon purge, the reactor was kept for 1h at 420 °C under supercritical condition
of water. After separation of tritiated water, tritiated tetralin was diluted to about 10° dpm/g
Coal (0.5 g) and tritiated tetralin (0.5 g, 10° dpnv/g) was packed into a stainless tube reactor ©
mL). After the reactor was purged with argon, the reactions were performed under the
conditions, 200-300 °C and 5-360 min. After the reaction, coal and tetralin were separated
under vacuum at 200 °C for 2 h and the tritiated coal was washed with n-hexane, dried and
oxidized by an automatic sample combustion system (Aloka ADS-113R) into tritiated water to
measure its radioactivity. Every tetralin sample was dissolved into a scintillator solvent
(Instafluor, Packard Japan Co. Ltd.) and measured with a liquid scintillation counter (Beckman
LS 6500). The tetralin sample was also analyzed by gas chromatography equipped with FID
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(Shimadzu GC-14A).

Procedure of Hydrogen Exchange Reaction between Tritiated Coal and Water.

In order to predict locations of exchangeable hydrogen in coal, the hy drogen exchange reactions of
coal that reacted with tritiated tetralin, i.e., tritiated coal, with water were performed. The
tritiated coal and water were added into a glass reactor. The reactor was immersed into an oil
bath with stirring. The reaction was performed at 100 °C for 24 h.  After the reaction, suction
filtration was performed and tritiated coal was washed with hot water. Further, the separated
coal was dried under vacuum (< 10" Torr) at 120 °C for 1 h. Afier the coal was dried, it was
oxidized by a method similar to the above using the combustion of coal.

Calculation of Hydrogen Transfer Ratio.

Hydrogen transfer includes both hydrogen addition and hydrogen exchange. The Hydrogen
Transfer Ratio (HTR) estimated in this paper means the ratio of the amount of hydrogen
transferred into coal (Hy) to the total amount of hydrogen in an original coal (H,,). HTR
between coal and tetralin was calculated on'the basis of eq 1:

HTR = H, /H, .y 1))

Heoat Was calculated with the analytical data presented in Table 1. The amount of hydrogen
transferred from tetralin into coal (Hy,) was calculated on the basis of eq 2:

Reoal / Hyy = Ryt /Hier; Hy = Higp * Reoat/ Reet 2)

Hy is the amount of hydrogen contained in tetralin and Ry, is the radioactivity of tritium
contained in tetralin after the reaction. In eq 2, it was assumed that the hydrogen transfer
reaction between tetralin and coal is at equilibrium. Thus after the reaction, the ratio of the
radioactivity in coal to the amount of the hydrogen transferred in coal (Re,q / Hyr) is equal to the
ratio of the radioactivity in tetralin to the amount of hydrogen in tetralin after the reaction.

RESULTS AND DISCUSSION

Figure 1 shows the change in hy drogen transfer ratio (HTR) of coal with reaction time at 300 °C.
Total HTR increased with reaction time and reached constant value at 180 min. At this time, it
can be considered that hydrogen transfer reaction -has reached the equilibrium state. After
hydrogen transfer reaction, the hydrogen exchange between the tritiated coal sample and water
was performed to remove tritium in the functional group of coal and know the extent of hydrogen
exchange of functional group in the reaction of coal with tritiated tetralin. As shown in Figure 1,
HTR corresponding to the hydrogen exchange between hydrogen in functional group of coal and
tetralin increased with reaction time similarly and reached the constant value at 180 min.

Figure 2 shows the change in HTR of coal with reaction temperature at 180 min. Although HTR
was observed for each coal at 200 or 250 °C, this may be due to the sorption of tetralin molecule
into coal as well as the hydrogen exchange. HTR remarkably increased in most of coals with
increasing temperature from 250 °C to 300 °C, while HTR for POC coal increased only slightly.
Total HTRs for all coals and HTRs corresponding to hydrogen exchange of hydrogen of
functional group in coal with tritiated tetralin are listed in Table 2. The result shows that at
lower temperature, 200 and 250 °C, hydrogen exchanges between hydrogen in functional group
and tetralin were very low. These results were significantly different from those for the reaction
of coal with tritiated gaseous hydrogen, where most of hydrogen in functional groups exchanged
with tritiated gaseous hydrogen at the same lower temperature in the presence of catalyst.'¥
However, HTR for functional group of coal with tritiated tetralin also remarkably increased with
arise from 250 °C to 300 °C.

Figure 3 shows the change in tetralin conversion to naphthalene with temperature at 180 min.
The trend of increase in tetralin conversion with temperature was similar to that in HTR. In thc
cases of lower rank coals, ND and WA, tetralin conversion increased with increasing temperature
from 200 to 300 °C. In the cases of higher rank coals, IL, UF and POC, tetralin conversions
were very low at temperatures 200 and 250 °C. However, those remarkably increased with a
rise in temperature from 250 to 300 °C. The result suggests that, since lower rank coals, ND
and WA, generated larger amount of radical species even at lower temperature, tetralin conversion
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to naphthalene, that is hydrogen addition into coal was enhanced. For higher rank coals,
howevet, it seems that a large amount of radicals were generated at 300 °C.  Tetralin conversion
for IL coal was highest at 300 °C and this may be due to the catalysis by a larger amount of
pyrite included in L, coal.

In Figure 4, total HTR of coal with tritiated tetralin and HTR corresponding to hydrogen
exchange for functional group in the reaction with tritiated tetralin at 300 °C and 360 min were
compared with HTR corresponding to hy drogen exchange between coal and tritiated water at 100
°C which was previously reported. Except for ND coal, HTR comesponding to hydrogen
exchange for functional group of coal in the reaction with tetralin was very similar to HTR of
functional group between coal and tritiated water. The results shows that at 300 °C most of
hydrogen in functional group of coal exchanged with tritiated tetralin. In the reaction of coal
with tritiated tetralin, HTR decreased in the order IL>UF>WA>ND>POC which was different
from that of the reaction of coal with tritiated water where HTR decreased with increasing coal
rank.'?  There might be the decomposition of coal structure in lower rank coals at 300 °C which
seems to affect the hydrogen transfer.

CONCLUSIONS

Hydrogen transfer reaction between coal and tritiated tetralin significantly proceeded at 300 °C
and the amount of hydrogen transferred increased in the order POC<ND<WA<UF<IL. The trend
for temperature dependence of hydrogen transfer between coal and tetralin was very similar to
that of tetralin conversion to naphthalene. Except for ND coal, most of hydrogen of functional
group in coal exchanged with hy drogen in tetralin at 300 °C. In contrast, at lower temperatures,
200 and 250 °C, hy drogen transfer from tetralin to coal was very low for each coal and hydrogen
in functional group only slightly exchanged.
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Table 1  Ultimate analysis of coals used (% daf)®

Coal C H N S o}

ND 72.94 4.83 1.15 0.70 20.38 €L)
WA 76.9 6.7 1.1 0.3 15.0 (SB)
IL 77.67 5.00 1.37 2.38 13.58  (HVB)
UF 85.50 4.70 1.55 0.74 7.51  (MVB)
POC 91.05 4.44 133 0.50 2.68 (LVB)

a) Abbreviations: ND: Beulah-Zap, WA: Wandoan, 1L: Illinois No.6, UF: Upper
Freeport, POC: Pocahontas No.3; L: lignite, SB: subbituminous coal, HVB: high-volatile
bituminous coal, M VB: medium-volatile bituminous coal, LVB: low-volatile bituminous
coal. Except for WA, samples are coals of the Argonne Premium Coal Sample Program.

Table2 HTRs of coals with tritiated tetralin

Coal 200 °C 250°C 300°C
Total HTR Total HTR Total HTR
HTR of OHY HTR  of OH? HTR  of OHY
ND 44 1.7 4.6 - 8.1 3.8
WA 2.5 0.3 33 1.0 9.0 4.6
IL 45 1.6 5.7 0.9 14.4 6.2
UF 2.8 1.4 3.5 - 11.7 2.0
POC 23 0.1 2.9 - 42 0.5

a) Hydrogen transfer ratio of functional groups such as hydroxyl gfoup which was
determined by the reaction of tritiated coal with water at 100 °C.
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Figure 1. HTRs of Illinois No. 6 with [*H]tetralin at 300 °C
@: Total HTR; M: HTR for functional group in coal
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Figure 2. Effect of temperature on HTR of coal with [*Hltetralin for 3 h.
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Figure 3. Effect of temperature on tetralin conversion in the reaction of coal with tetralin (3h).
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Figure 4. Comparison of HTRs of coals

O: Total HTR of coal with [*H]Tetralin at 300 °C for 3 h

[O: HTR of functional group in coal with [*H]Tetralin at 300 °C for 3 h

W : Total HTR of functional group in coal with [PH]H,O at 100 °C for 6 h
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EVALUATION OF COAL TAR PITCH FRACTIONS AS FEEDSTOCKS FOR
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INTRODUCTION

Coal tar pitch, a by-product from the metallurgical coke industry, is made up of the volatile
compounds evolved during coal carbonization. The inherent cyclic structure content indicates its
ability to be upgraded into hydroaromatic and cycloalkane compounds that have been shown to
contribute towards high fuel stability at elevated temperature [1,2,3]. Since 1960s coal tar pitch
fractions have been successfully demonstrated to be a suitable feedstock for the production of jet
fuels for high Mach aircraft [1,4], and have also been included in full-scale demonstrations in
French fighter aircraft [5].

For the future development of high-performance jet aircraft flying at high Mach speeds, the fuel
specifications have to be increased significantly due to the extreme operating conditions the fuel
mat experience. The fuel may potentially be used as a heat sink in some parts of the aircraft and
operated at temperature as high as 900°F. Under these conditions the fuel is stressed to
temperatures above its thermal stability, which in turn leads to fuel degradation and coke
formation [6,7]. It has been found that high thermal stability hydroaromatic and cycloalkane
compounds are desirable components for advanced jet fuels [1,2,3]. As a result, coal tar pitch
distillates, which can be converted to those structures under hydrotreatment process, are chosen
again for jet fuel production. However, current evaluations on coal tar production have shown
that the production of raw coal tar in the US has declined significantly over the past 30 years due
to the environmental issues. But, by incorporating with suitable petroleum refinery streams, the
feasibility and desirability of coal tar blending as a viable.route for the production of thermally
stable jet fuel would increase. Thus, we would need to protect and extend the lifetime of coal tar
as a resource for advanced thermally stable jet fuel production.

The blends of various coal tar pitch distillates and suitable refinery streams have undergone
laboratory-scale catalytic hydrotreatment. Coal tar pitch streams — high quinoline insolubles and
low quinoline insolubles, carbon black oil, creosote oil, naphthalene still residue (NSR) and
refined chemical oil (RCO) — and refinery streams — kerosene and light cycle oils (LCO) — were
selected. The majority of these were eliminated early on in the study because of poor processing
ability. Difficulties arising from asphaltene and pre-asphaltene precipitation from the heavy
fraction were the main cause. The problems included a loss in catalytic activity and a decrease in
hetero-atom removal. However, RCO proved to be an excellent feedstock. RCO is a very narrow
boiling fraction, which contains over 50 % naphthalene. The hydrogenated products from the
blends of RCO and LCO have produced good jet fuel fraction yields and high tetralin production
— tetralin has been shown to have high thermal stability. Variations in reaction condition,
pressure and temperature, as well as catalyst used have been performed to maximize the jet fuel
fraction yield and tetralin conversion.

EXPERIMENTAL

Analysis Performed. Ultimate analysis of carbon, hydrogen and nitrogen compositions are
obtained from a LECO CHN-600 analyzer and a LECO SC-132 sulfur determination analyzer.
The feedstocks and products were analyzed by high temperature simulated distillation (HT-
SimDis) GC analysis using a Hewlett-Packard 5890 series II plus fitted with a Restek MXT-500
SimDis column. The boiling point distribution and the cut point of 200-260°C fraction, jet fuel
range, were observed. Quantitative analysis and chemical specification were performed on the
feeds and samples using a Hewlett Packard 5890 GC fitted with a 5971 mass selective detector
(MSD) fitted with a J+W DB17 capillary column. The analysis of feedstocks is shown in Table
1.

Catalyst Preparation. NiMo/ALO, and NiMoP/Al,O, catalysts from Criterion have been
employed for this work. The catalysts were presulfided following the method used by Ueda and
co-workers [8].
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Sample Used. Refined chemical oil (RCO) was obtained from Koppers Industries Company.
British Petroleum (BP) supplied light cycle oils (LCO): LCO* light cycle oil feed, LCO®
hydrogenated light cycle oil and LCO® deeply hydrogenated light cycle oil.

Methods for Hydrogenation. Hydrogenation experiments were performed in 25 ml
microautoclave reactors following the methods used by Reddy ef al [9]. The conditions for
hydrogenation experiments included pressures between 500-1300 psig H, and temperatures
between 325-375°C. Variations in the feedstock blending composition (LCO: RCO = 3:1, 1:1,
1:3 and 0:1) were assessed as well as the effect of the two catalysts, NiMo/Al,O, and
NiMoP/AL,O,. After collecting a small part of the reaction products from the reactor, the
remainder was recovered with THF followed by filtration.

RESULTS AND DISCUSSION

First, we compared the basic blends between different LCOs (LCO?, LCO® and LCOf) and RCO
at varying compositions and catalysts, and under the baseline conditions. Figure 1 shows that the
blend of different LCO with RCO gave different jet fuel yields. LCO® blends gave the outstanding
jet fuel yield whereas those of LCO* and LCO® were in the same low-range yield. This is mainly
due to the presence of hydroaromatic compounds in the LCO® that contribute to the higher
conversion of the RCO through hydrogen donation and shuttling reactions.

The blending compositions of LCO®: RCO also affected the jet fuel yield (see Figure 1). By
increasing the RCO concentration and using the NiMoP/AlL,O, catalyst, we see an increase in the
proportion of the sample boiling in the jet fuel fraction (200-260 °C). This is due in part to the
increase in tetralin in the products, through the composition of high boiling material and
subsequent hydrogenation. Tetralin conversion, during RCO hydrogenation using NiMOP/AL,O,
catalyst (see Table 1) was lower than those of 1:1 blends under baseline condition in Table 2.
Therefore, there was some synergistic effect promoted by the blend of LCO°® and RCO. This
again was probably due the hydrogen donation reactions.

Figures 2-3 show chromatograms of blends of LCO® and RCO before and after hydrogenation.
The conversion of a significant portion of the naphthalene to tetralin can be seen along with the
formation of other products. For an indication of the tetralin conversion, the calculated value was
based on saturation of naphthalene ring only. Therefore, the actual value would be higher due to
the contribution of the tetralin from the decomposition and hydrogenation of the high boiling
point compounds. Furthermore, other cyclic structures in jet yield fraction of LCO*® also play an
important role in the production of potentially thermally stable compounds. Therefore, to
optimize jet fuel yield, tetralin production and other thermal stable components, we need to blend
RCO with LCO° with RCO loadings greater than 50%.

In addition, the hydrogenation conditions have formed products that have shown great increases
in the H/C ratio and effective removal of sulfur and nitrogen. Table 2 shows the analyses of
hydrogenated products by varying pressure, temperature and catalyst used. The H/C ratio of
hydrogenated products has been increased and their colors become lighter as the increase of
temperature. Sulfur and nitrogen content were decreased more than 80% and 70% respectively.
This result shows that the catalysts, especially NiIMOP/AL,O,, have worked well in both
desulfurization and denitrogenation reactions.

Figure 4-5 shows the effects of pressure and temperature on tetralin conversion and jet fuel yield
with the use of NiMo/Al,O,. Increases in temperature greatly affected both tetralin production
and jet yield. The effect of pressure shows that conversion to tetralin and the fraction boiling in
the jet fuel range goes through a maximum around the baseline conditions of 1000 psig. For the
reactions at high temperatures, cracking of heteroatoms and large aromatic compounds and the

+2H, Eiy—i [€))]

saturation of naphthalene molecules are more likely to occur. But at low-pressure condition, the
reaction tends to shift chemical equilibrium to the right (Equation 1). This is why tetralin
conversion is less likely to occur.

High-pressure condition also hindered the tetralin production as well as jet yield. Thus, it can be

summarized that 1000 psig H, and 350-375 °C is the most suitable condition for hydrogenation
of LCO®: RCO blends.
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CONCLUSIONS

The blend of LCO® and RCO under appropriate catalytic hydrogenation reaction can produce
high quantities of tetralin, which indicates the potential high thermal stability, and an increase of
sample boiling in the jet fuel fraction. The balance between jet fuel fraction yield, tetralin
conversion and the production of other potentially thermally stable cyclic structures and can be
controlled by blending composition and reaction conditions. The catalyst used plays an important
role in tetralin conversion, desulfurization and denitrogenation processes.
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-Table 1: Ultimate analyses of LCO (a-c) and RCO.

Feed % C % H %0 N %08 H/C ratio Jet range (200-260 °C)
LCO* 90.0 10.8 0.14 <0.05 1.44 18.5
LCO® 88.8 11.3 0.12 <0.05 1.53 28.3
LCO° 83.8 14.0 0.36 <0.05 2.00 325
RCO 9.7 6.5 0.43 0.42 0.84 52.1

Table 2: Analyses of hydrogenated products from refined chemical oil (RCO) and deeply
hydrotreated light cycle oil (LCO) under varying conditions.

NiMo NiMoP

Reaction condition H/CJ %N I %s—| %Tetralin | H/C | %N I %S | %Tetralin

ratio Conversion | ratio Conversion

LCO: RCO = 1:1 at 1000 psig H,
325°C 1.50 | 0.12[ 0.042] 570 1.50 | 0.13 [ 0.053 63.1
350°C (baseline) 1.51 {0.09 | 0.041 67.7 1.61 [0.07] 0034 73.8
375°C 1.56 | 0.12] 0.040 80.3 1.69 | 003 | 0.021 817
LCO: RCO = 1:1 at 350°C
500 psig 147 [ o013 o011 63.9 1.54 | 0.08 | 0.017 74.6
1000 psig (bascline) 1.51 {0.09 {0.041 67.7 1.61 | 0.07] 0.034 73.8
1300 psig 1.67 | 0.13 [ 0.069 563 1.56 | 0.12] 0.061 57.6
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Figure 1: The effects of variation of blending types and composition on jet fuel yield.
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Figure 2: GC trace of the blend of LCO® and RCO before hydrogenation reaction.
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Figure 3: GC trace of hydrogenated product from the blend of LCO® and RCO after
hydrogenation at 50°C, 1000 psig H, by using NiMo/AL,0,).
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INTRODUCTION

Coal liquefaction is believed to be one of the most important processes among coal utilization
technologies in near future, which can convert solid coal to liquid fuel. In Japan, two coal
liquefaction processes, brown coal liquefaction process (so called, NBCL process) and
bituminous coal liquefaction process (NEDOL process), have been developed under financial
support provided by NEDO. Many studies were conducted concerning the effects of the
reaction temperature, residence time, the structures of recycle solvents, properties of iron
catalysts, etc on the yield of liquid products.

Coal liquefaction had been thought to proceed via thermal cleavage of relatively weak
bonds followed by stabilization of the resulting radicals by hydrogen donatable solvents,
these mechanisms being described in the paper published in early 80's. In 1987, Mathotra ez
al. proposed another mechanism including radical hydrogen transfer (RHT) instead of thermal
cleavage, with which they explained the experimental results of coal liquefaction and
coprocessing of coal with heavy oil."” On the other hand, Franz et al.? and Savage et al.”
proposed reverse radical disproportionation (RRD). The radical formed from RHT or RRD
reaction, released alkyl radicals via S-cleavage, which will be stabilized by hydrogen
donatable solvents. In this paper, we have investigated methyl groups generated from C-C
bond fission of coal during heating in the presence of polycyclic aromatic compounds .

EXPERIMENTAL
Reagents and Coal Samples.

In the present study, about forty kinds of coal samples with carbon dontents ranging from
67 % to 91 % (wt%, daf) were employed, which were provided by Nippon Steel Chemical
Ltd., Center of Coal Utilization, Japan (CCU]J), the Iron and Steel Institute of Japan (ISLJ),
and Nippon Brown Coal Liquefaction Co. Ltd. (NBCL). These coals were ground under
100 mesh and dried at 40 °C for a night before use. 9-Methyl-, 9-ethyl, and 9-
methoxyanthracenes were prepared by the method reported previously. The other reagents
employed in this study were commercially available and purified by conventional
recrystallization or distillation prior to use. '

Reaction of Coal Samples with Aromatic Compounds.

Details of reaction of coal samples with polycyclic aromatic compounds were described
elsewhere.” Typical procedure was as follows: A mixture of 100 mg of a sample coal and
100 mg of anthracene was put in a pyrex tube (¢ 6 mm x 100 mm long), then the tube being
sealed. The resulting tube was put into an electric furnace preheated at 420 °C and kept for
5 min. After the reaction was quenched by removing the tube from the furnace, the products
were recovered by washing the inside of the tube with methylene chloride and submitted to
GC and GC-MS analyses.

MO Calculations.

All MO calculations were carried out on an Apple Macintosh computer by using a
semiempirical molecular orbital calculation program, CAChe (Computer Aided Chemistry)
MOPAC 94, which was purchased from CAChe Scientific Inc. The values of heat of
formation for the polycyclic aromatic hydrocarbons were determined by solving the
Schrodinger equations using the AM1 semiempirical Hamiltonians.

Solid State NMR Spectroscopy.

SPE/MAS *C NMR spectra were recorded on a Chemagnetics CMX-300 spectrometer under the
following conditions; resonance frequency for °C 75.5 MHz; pulse width 45°; proton decoupling
frequency 83 kHz (90° pulse width=3.0ms); scan number 1000; pulse delay 100 s; and MAS
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frequency 10.5 kHz. Curve fitting was conducted on an Apple Macintosh computer with a data
processing software, MacFID (TechMag Inc., Ver. 5.4). The classification of carbon types was as
follows: carbonyl and carboxyl (the deconvoluted peak centered at 187 and 178 ppm), aromatic
carbons attached to oxygen (167 and 153 ppm), aromatic carbons attached to carbon or hydrogen
(140, 126 and 113 ppm), methoxy (56 ppm), methylene (40 and 31 ppm), a-methyl to aromatic
ring and branched methyl (20 ppm) and terminal methyl in side chains (13 ppm).

RESULTS AND DISCUSSION
The Reaction of Coal Samples with Aromatic Compounds.

More than forty kinds of coal samples ranging from brown to semi-anthracite were employed
in this study. The reaction of the coal samples (100 mg) with anthracene (100 mg) was
conducted at 420 °C for 5 min in a pyrex tube. The main products containing anthracene
skeleton were 9,10-dihydroanthracene (DHA), 1,2,3,4-tetrahydroanthracene (THA), and
methylanthracene isomers (MA, mainly consisted of 9-methyl isomer along with minor
amount of 1- and 2-methyl ones).

| 420 °C, 5 min
GOO * Goa Pyrex tube
)lle
A

Although dimethylanthracenes and methyldihydroanthracenes were also detected, their yields
were very small. In almost all runs, the recovery of anthracene derivatives was more than
90 mol%, which seems to be a reliable value for the following discussion. The results are
summiarized in Figure 1. DHA and THA were produced via hydrogen abstraction by
anthracene from hydrogen donatable parts in the coal samples, while the formation of MA
suggests that anthracene could capture the methy] radicals produced by C-C bond fission.
Yields of DHA and THA became the highest from the reaction of the coal with ca. 86% of
carbon (Figure 1a), while yield of MA showed different tendency, i.e., the lower the coal
rank was, the higher the MA yield was (Figure 1b). With elongation of reaction duration
from 5 min to 30 min, MA yield increased monotonously.

We also conducted the reaction of the coal samples with pyrene and acridine, radical
acceptability of which is known to be different from that of anthracene. Therefore, we
would like to investigate correlation between radical acceptability and methylarene yields.
The results are shown in Figure 2. In the every coals employed, yield of methylarenes
obeyed the following sequence; pyrene < anthracene < acridine. We evaluated radical
acceptability of these arenes according to the following equation using MO calculation
program package (MOPAC 94):

AAH = AH (ArHMe) - AH (ArH) -AH/(Me°)

where AH_means standard heat of formation. The values of AAH, for pyrene, anthracene,
and acridine were calculated to be +1.1, -4.8, and -28.6 kcal/mol, réspectively. This indicates
that using the arenes with higher radical acceptability, methy] radical migrates to the arenes
more easily.

It is known that various kinds of carbon or methyl group are present in coal. The methyl
migration reaction observed in this study should be caused by a certain type of methyl
group. In order to get an information concerning the source of the methyl groups migrated,
we measured solid state *C NMR spectra for the sample coals, the resulting spectra being
divided into twelve curves and the carbon distribution was estimated as shown in experimental
section. Figure 3 shows the plots of MA yield (wt%, from the reaction at 420 °C for 5 min)
against concentration of methyl groups (methoxy, a-methyl, terminal methyl and their total)
in the coals (mol%) estimated from the *C NMR spectra. The concentration of methoxy,
terminal methyl and total methyl groups seemed to correlate weakly. Since the errors in the
NMR measurements and estirnation of carbon types were not so small, we could not determine
what the origin of methyl groups migrated is. Only what we can say is larger amount of
methyl gave higher yields of methylanthracenes in the reaction of coal with anthracene.

Migration of Methyl Groups from Methyl-Containing Compounds to Polycyclic
Aromatics.
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To discuss about the mechanism of methyl groups-migration reaction, we conducted the
reaction of model compounds. We selected 9-methyl-, 9-ethyl-, and 9-methoxyanthracenes
(abbreviated as 9-MA, 9-EA, and 9-MeOA, respectively). This reaction requires a hydrogen
donatable solvent and a radical accepting compound, for which 9,10-dihydroanthracene
(DHA) and acridine (Acr) were employed, respectively. The reaction was conducted at 420
°C for 5 min in a pyrex tube, the results being summarized in Table 1. The order of reactivity
(judging from the conversion) of the anthracenes obeyed the following sequence; 9-MA =
9-EA < 9-MeOA. The reaction of 9-MA afforded methylacridines (M-Acr),
din}elhylanthracenes (DMA), and methane in 18, 2.4, and 1.1 % yield, respectively, as the
major methyl group-containing products. In the case of 9-EA, main products were
ethylacridines (E-Acr, 15 %), diethylacridines (DE-Acr, 2.7 %), and ethane (3.9 %) along
with small amount of methylacridines (2.2 %). In the reaction of 9-MeOA, the main products
were M-Acr (44 %), methane (36 %), and anthrone (42 %).

Formation of light hydrocarbon gases and alkylacridines indicate that alkyl radicals participate
this reaction and there are three possibilities for the fate of the radicals formed (Schemel),
i.e., a) hydrogen abstraction to form alkanes, b) dimerization to alkanes, and c) capture with
aromatics to form alkylarenes.

R-H (a)
R-R (b)

@@ " {c)

Contribution of these pathways a,b,c seemed to be varied depending on the functionality of
methyl groups. Now, we are investigating the factors affecting the products distribution.

Acr
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Table 1. The reaction of methyl ontaining anthracene with acridine in the presence of DHA®

Conv. of Yiceld (mol%) Yicld of gas (mol%)
Substrate __ Subst. (mol%) DMA M-Aa E-Ac  DE-Acr H; CH. CH.
9-MA 28 2.4 18 - - 0.41 1.1 -
9-EA 28 - 22 15 2.6 0.37 - 3.9
9-MeOA 87 53 44 - - 0.35 36 0.6

a) A mixture of substrate (0.25 mmol), Acr (0.25 mmol), and DHA (0.0625 mmol) was heated
at 420 °C for 5 min in a pyrex tube.
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INTRODUCTION

Pretreatments under mild conditions do not substantially alter the structure of coal and increase
its extractability with organic solvents [1,2]. Up to 80 wt% of Yallourn coal, which had been
oxidized at 60°C with aqueous H,O, in the presence of 1-propanol, was solubilized in ethanol
[1]. The ethano) soluble fraction was further hydrogenated using a Ru/Al,O, catalyst in a mixed
solvent of ethanol and acetic acid at 120°C for 12-72 h at a hydrogen pressure of 10 MPa [2], to
give a yellowish white solid (hydrogenated white coal). This catalytic hydrogenation altered the
aromatic structure of the coal, in part, and increased its reactivity with respect to pyrolysis.
However, the H,0, oxidation was not effective in increasing the extractability of bituminous
coals.

Shimizu et al. [3,4] depolymerized a subbituminous coal using a superacid at 150°C. This was a
unique process which greatly increased the solubility of coal. In the present study, lilinois #6
coal was depolymerized using the superacid, trifluoromethanesulfonic acid (CF,SO;H, hereafter,
referred to TFMS), in the presence of solvents at 120°C, and the treated coal was then extracted
with tetrahydrofuran (THF). The THF solubilized coal was then hydrogenated over a Ru catalyst
at 120°C for 48 h under a hydrogen pressure of 10 MPa. Changes in coal structure and pyrolysis
reactivity by the combination of superacid treatment and catalytic hydrogenation were then
examined.

EXPERIMENTAL

Depolymerization via Treatment with Superacid Followed by THF Extraction: Figure 1
shows the procedure for superacid treatment and THF extraction of Illinois #6 coal. 1 g of the
coal, which was pulverized to 74-125 (tm in size, 3-5 mL of TFMS, and 13 mL of a solvent
were mixed in an autoclave of 25 mL. Toluene, methylcyclopentane or isopentane were used as
the solvent, and the suspension was stirred at 120°C for 3 h [3]. After the depolymerization, the
product was neutralized with an aqueous solution (5 wt%) of Na,CO,. The precipitate was
washed with water and extracted with THF under ultrasonic irradiation at room temperature. The
mixture was then separated into THF-soluble (TS,) and THF-insoluble (TI) fractions by
centrifugation. The TS, fraction was then subjected to hydrogenation. The raw coal was also

lllinois #6 coal | 1g (74-125 um) THF soluble fraction (TSg)

e TFMS; 3-5ml |
solvent; 13mL hydrogenation
depolymerization temperature; 120°C, H, pressure; 10MPa
temperature; 120°C time; 48h, catalyst; Ru/activated carbon
reaction time; 3h solvent; THF+acetic acid

THF extraction removal of catalyst

|
I_— separation -—]

water extraction
THF soluble THF insoluble l .
fraction (TSy) fraction (T1) hydrogenated THF water soluble organics
soluble fraction(H-TS)| | fraction(WSO)

1

hydrogenation Figure 2. Hydrogenation and
Figure 1. Deporimerization and fractionation procedure.

fractionation procedure.
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extracted with THE, and the THF soluble fraction was subjected to further characterization. The
TS fraction of the raw coal is hereafier referred to as the TS, fraction.

Hydrogenation of THF Extract: Figure 2 illustrates the procedure used for the hydrogenation
of the TS, fraction. A ruthenium-supported activated carbon catalyst (metal content = 5 W%,
Wako Chemical) was used for the hydrogenation. 1 g of the TS, fraction was dissolved in a
mixture of 8 mL of acetic acid and 6 mL of THF in a 25 mL autoclave equipped with a magnetic
stirrer, and hydrogenated using 1.5 g of the catalyst at 120°C for 48 h under a hydrogen pressure
of 10 MPa. After the removal of the catalyst by filtration, the solvent was evaporated. The
product was then extracted with water under ultrasonic irradiation, leading to a hydrogenated,
THF-soluble (H-TS) fraction and a water-soluble organic (WSO) fraction. Each fraction was
dried at 70°C for 6 h under vacuum, and the yields were determined gravimetrically.

Structural Analysis and Flash Pyrolysis of Products: The H/C atomic ratio of the coals was
evaluated by elemental analysis, and the molecular weight was determined by GPC analysis
described previously {2]. The hydrogen distribution and aromaticity (f,) were estimated by H-
NMR spectroscopy ‘and elemental analysis using the Biown-Lander equation [S]. The thermal

* reactivity of the coals was evaluated by flash pyrolysis at 764°C under an inert atmosphere using
a Curie-point pyrolyzer (CPP, Japan Analytical Industry, JHP-22). Inorganic gases (JOG; CO,
CO, H,0 and H,) and hydrocarbon gases (HCG; C,-C;) were analyzed using gas
chromatographs (GC) equipped with TCD and FID detectors. The tar fraction was analyzed
using a CPP connected to a GC interfaced with a mass spectrometer (GC/MS, Shimadzu, QP-
5000) [6).

RESULTS
The TS, and TS, fractions were recovered as solids after the removal of the solvent, while the H-

TS fraction was a viscous black liquid. Figure 3 shows the yields of the TS, TS, and T1 fractions.
The yields are expressed in wt% of the mass of the dry raw coal. The TS yield, which was 14
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wt% for the raw coal, was increased by the depolymerization to 89 wt% for the case of
methylcyclopentane, and 79 wt% for isopentane. Figure 4 shows the product distributions of the
flash pyrolysis for the raw coal, the TS, and TS, fractions, and the H-TS fraction. The yields are
expressed based on the initial mass of each sample used for pyrolysis. The char yield was 62
wt% for the raw coal, 40 and 38 wt% for the TS, and TS, fractions, respectively, and 5 wt% for
the H-TS fraction. The tar yield was increased from 24 wt% for the raw coal to 61 wt% for the
H-TS. The total yield of hydrocarbon gases, which were rich in ethylene and ethane, was
increased as a result of the hydrogenation. The yields of CO, CO, and H,0 were increased, while
the yield of H, remained unchanged by the hydrogenation.

Table 1 shows the elemental analysis of the raw coal and the TS, TS, and H-TS fractions, as
well as the molecular weight of the TS, TS, and H-TS fractions. The H/C atomic ratio was
increased from 0.89 for the raw coal to 1.52 for the H-TS fraction. The molecular weight of the
H-TS fraction at the peak of the elution curve was approximately 1000. Table 2 shows the
hydrogen distribution, as well as the aromaticity, of the TS, TS, and H-TS fractions, as
determined by H-NMR spectroscopy. The depolymerization resulted in an increase in the H,
and H, of the TS, fraction. The hydrogenation of the TS, fraction resulted in a decrease in the
H,, H, andf, and an increase in the Hj. The H, remained unchanged by the hydrogenation.

The tar component, obtained by the pyrolysis of the H-TS fraction at 764°C, contained
approximately 40 components. The unit structures of 6 major components were analyzed by
GC/MS, elemental analysis, molecular weight and hydrogen distribution. As shown in Figure 5,
these species were composed of 1-3 rings, suggesting a partial hydrogenation of the coal
structure. The yield of these species was 14 wt% for (A), 13 wt% for (B), 11 wt% for (C), 7 wt%
for (D), 8 wt% for (E) and 4 wt% for (F) with respect to the initial mass of the H-TS.

'DISCUSSION

The Illinois #6 coal, which was depolymerized using TFMS in the presence of
methylcyclopentane, was solubilized in THF at a yield of 89 wt%. As shown in Table 2, the
increase in the Hy and H,, after superacid treatment suggests that alkyl groups, derived from the
solvent, are introduced into the coal structure {3). The decreases in H,, Ha and f, indicate that the
aromatic rings in the coal structure are hydrogenated over the Ru catalyst. The increase in Hy,
which is assigned to methylene and alicyclic hydrogens, is also indicative of the hydrogenation
of the aromatic structure of the coal. The H,, which is assigned to methy] hydrogens of the TS,,
remains unchanged by the hydrogenation, suggesting that side chains are not greatly
decomposed during the hydrogenation.

No differences in pyrolysis reactivity were observed between TS, and TS,. The HCG yield is
increased by only 2 wt% by depolymerization. Thus the superacid treatment leads to an increase
in the amount of extracts without altering the pyrolysis reactivity of the TS, fraction. The yield of
volatile matters is increased by the hydrogenation from 62 wt% for the TS, fraction to 95 wt%
for the H-TS fraction. Assuming that the decrease in the f, is caused by the hydrogenation of
aromatic rings, 21 mol% of the aromatic carbons in the coal are converted to alicyclic carbons.

CONCLUSIONS

THF-solubilized coal was depolymerized with TFMS and then hydrogenated over a Ru catalyst
in a mixed solvent of THF and acetic acid at 120°C. The pyrolysis reactivity of the THF-

Table 1. Elemental Analysis and Molecular Weight
of the Raw Coal, TS,, TS, and H-TS Fractions

C H N 0+ 4g

HC O/ Mwe
sample [wi% - d.af]
rawcoal 745 55 15 185 089 0.9
TS, 753 55 14 178 088 018 3000
TS, 772 63 09 156 098 015 1500~2000
H-TS 687 87 01 225 152 025 1000

2 molecular weight
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Table 2. Hydrogen Distribution and Aromaticity
of TS, TSy and H-TS Fractions

mol/100 mol of hydorogen
sample H, H, H . H ) a
TS, 253 294 340 49 0.61
TSq4 19.9 225 398 112 0.60
H-TS 10.1 133 532 120 0.39
(A) cu, (B c -
m HO ,COOH
C, OH [oH
(D) oH (E) (F)
OH
Q) =000 O
O c
Ca COOH “

Figure 5. Unit structures of major compounds formed
by pyrolysis of the hydrogenated TS fraction.

solubilized coal was increased by catalytic hydrogenation, which ‘clearly altered the aromatic

structure of the coal.
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Although significant research has been conducted on the characterization of
porosity, significantly less attention has been paid to the structural variations
occurring during the activation process. Accordingly, this paper presents the
structural characterization of a series of activated carbons using several analytical
techniques. For this study, a Pennsylvania anthracite was steam activated in a
vertical tube furnace for different periods of time. Solid yields below 60%
enhanced the formation of mesopores. With increasing activation time, the
atomic H/C ratios decrease and there is a significant rise in the condensation of
the aromatic structures, regardless of the type of porosity developed.

INTRODUCTION

There is a continuous worldwide growing demand for the production of activated
carbons, due to the increasing number of applications of these materials,
especially those related to environmental protection [1]. The main reason for this
expanding market is the ubiquitous use of activated carbons as adsorbent
materials in a broad range of increasing applications, including both gas-phase
and liquid-phase adsorption. In the US, the demand for activated carbon is
forecast to increase 5-6% annually, and it is expected to reach 440 million pounds
in the year 2002. The adsorptive properties of activated carbons are known to
depend on both their porous and chemical structures. Although significant
research has been conducted on the characterization of porosity, significantly less
attention has been paid to the structural variations occurring during_ the activation
process. Accordingly, this paper presents the structural characterization of a
series of activated carbons by using several analytical techniques. For this study,
anthracites were selected as precursors for the production of activated carbons.
Their inherent fine pore structure makes them excellent raw materials for
producing adsorbent carbons with molecular sieve properties for gas separation
in pollution control technologies [2]. A Pennsylvania anthracite was steam
activated in a vertical tube furnace for different periods of time. The chemical
structures of the resultant series of activated samples were extensively
characterized using elemental, solid state ®C NMR and X-ray analyses. The
structural variations determined by the above techniques were related to the
adsorptive properties of the resultant activated carbons.

EXPERIMENTAL PROCEDURE

The Pennsylvania anthracite selected (Lehigh Coal & Navigation) contains ~ 6.8
% ash (db) and the atomic H/C ratio is 0.21. For this study, the anthracite was
ground and sieved to generate particle size fractions of 150-250 um and 1-3 mm.
The activation set-up used consists of a vertical tube furnace, where a stainless
steel tube reactor, containing around 5 g of sample, is placed. A thermocouple
inserted in the reactor monitors the sample temperature. When the sample
reaches the activation temperature (850°C), a flow of steam is introduced by
pumping water into the reactor at low flow rates (~1.2 g/min). The porosity of
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the samples was characterized conducting N, adsorption isotherms at 77K using a
Quantachrome adsorption apparatus, Autosorb-1 Model ASIT, as previously
described [3]. The elemental analyses were carried out on a Leco CHN analyzer.
The solid state >C NMR measurements were conducted on a Chemagnetics M-100
instrument with a field of 2.4 T and a spinning speed of 3.5 kHz. For the
quantitative single pulse excitation experiments (SPE) about 8000-14000 scans
were acquired with recycle delays ranging from 60-100 seconds. As in earlier
work [4], tetrakis(trimethylsilyl)silane (TKS) was used as an internal standard to
determine the proportion of carbon observed by SPE. The dipolar dephasing
(DD) SPE experiments were conducted using dephasing times between 1-400 ps.

RESULTS AND DISCUSSION

Development of porosity Table 1 lists the solid yields, BET surface area (SA),
total pore volume (Vq) and micro- (Vmicro) and mesopore (Vmeso) volume for
the activated anthracites. For the particle size fraction 150-250 pum, the solid
yield decreases as the activation time increases, going from 59% to 33% after 60
and 90 minutes’ activation, respectively. As expected, the larger particle size
fraction presents a much higher solid yield, 79% for the 1-3 mm fraction at 90
minutes activation, compared to that of 33% for the 150-250 um fraction. Thus,
the solid yield is strongly dependent on the particle size of the precursor, with
higher yields for the bigger particle size fractions. The anthracite fraction 150-
250 pm activated for 90 minutes presents the highest SA and V., (1037 m*/g
and 0.46 cc/g, respectively), while the fraction 1-3 mm activated for 90 minutes
presents the lowest SA and Vo, (284 m%g and 0.13 cc/g, respectively). These
differences are strongly related to the solid yields [S]. A very good correlation
has previously been obtained between the solid yields and the surface area and
total pore volume, regardless of the particle size of the precursor [5].

The adsorption isotherms of the raw anthracite and the activated samples are
Type 1, corresponding to microporous systems. Table 1 also lists the micro- and
mesopore volumes of the activated anthracites and Figure 1 shows the evolution
of the micro- and mesopore volume with solid yield. For all the activated
anthracites, the micropore volume is significantly larger than the mesopore
volume. However, extensive gasification (solid yields < 60%) seems to promote
the formation of mesopores, as illustrated by the rapid change of slope of the
mesopore volume evolution (Figure 1). For instance, the mesopore volume
accounts for only ~8% of the total pore volume at 59% solid yield (fraction 150-
250 um activated for 60 minutes), while the mesopore volume comprises ~19%
of the total pore volume at 33% solid yield (fraction 150-1250 um activated for
90 minutes). Previous studies have shown that the increasing formation of
mesopores with decreasing solid yields are due to the removal of some pore walls
and enlargement of some micropores [2].

Structural changes Table 2 lists the atomic H/C ratios for the parent anthracite
and activated samples. As expected, the atomic H/C ratios decrease with
activation, going from 0.21 for the parent anthracite to 0.07 for the sample
activated for 90 minutes (150-1250 pm). Solid state "C NMR experiments were
conducted in all the samples, using the quantitative Single Pulse Excitation (SPE)
method [4]. Figure 2 shows the “C SPE spectrum for the anthracite (150-1250
pm) activated for 90 minutes. The internal standard (TKS) used for the
quantitative SPE experiments gives a resonance at 3.2 ppm, while the aromatic
carbon band is centered at ~122 ppm. The spectrum is dominated by the
aromatic peak accounting for >99% of the total carbon. This is also the case for
all the samples investigated, where the carbon aromaticity (fa) is ~1 (Table 2).
The higher concentrations of paramagnetic centers expected in the activated
samples did not affect the amount of carbon observed by SPE. For instance, for
the anthracite (150-1250 pm) activated for 90 minutes, that is presumably the
sample with the highest concentration of free radicals, over 90% of the carbon
was observed by the SPE technique.
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Additional structural information can be obtained by conducting NMR dipolar
dephasing (DD) experiments to determine the proportions of non-protonated
aromatic carbons (fnon-prot) and further calculation of bridgehead aromatic
carbon [4]. Figure 3 shows the '*C SPE-DD spectra for the parent anthracite,
with dephasing times of 1, 40, 150 and 300 ps. The signal from protonated
carbon has decayed after 40 pus, and the remaining signal is from the non-
protonated aromatic carbon. The ratio of non-protonated to total aromatic
carbon can be found by deconvoluting the decay of the NMR signal, as illustrated
for the parent anthracite in Figure 4. The initial decay of the signal intensity is
dominated by the dephasing of the protonated aromatic carbons and can be
described with a Gaussian lineshape, while the longer decay is attributed to non-
protonated aromatic carbon and is Lorentzian distributed. Table 2 lists the fnon-
prot for all the samples investigated. With increasing activation time, there is a
significant rise in the fnon-prot indicating an increase in the degree of condensation
of the aromatic structures. The C NMR structural data for all the activated
anthracites will be correlated with X-ray data and the atomic H/C ratios.

CONCLUSIONS

Anthracites can easily be converted into activated carbons by steam activation.
The particle size of the precursor strongly affects the solid yields of the resultant
activated samples, with higher yields for bigger particle size fractions. For all
the activated anthracites, the micropore volume is significantly larger than the
mesopore volume. However, solid yields below 60% enhance the formation of
mesopores. The SPE C NMR experiments conducted show that with increasing
activation time, there is a significant rise in the condensation of the aromatic
structures, regardless of the type of porosity developed. Mechanisms that
correlate the evolution of the porous structure with the chemical structure will be
reported.
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Table 1: Yield, BET-surface areas, and total, micro- and mesopore volume for
the activated anthracites .

Activ. time  Yield SA Vior V icro Vimeso

min % m’/g cclg ce/g celg

150-250 pum 60 59 613 0.32 0.30 0.02
150-250 pm 90 33 1037 0.46 0.37 0.09

1-3 mm 60 79 284 0.13 0.12 0.01
"The solid yields and surface areas are expressed in ash free basis. '

677



Table 2: Atomic H/C ratios, carbon aromaticities (fa) and proportion of non-

protonated aromatic carbon {(fnon-prot) for the parent and activated anthracites.

Activ. time / min  Atomic H/C fa fnon-prot
Parent -- 0.21 0.99 0.76
150-250 pm 60 n.d. 1.00 0.86
150-250 um 90 0.07 1.00 0.93

n.d.: Not determined
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Figure 1 Evolution of the micro- and mesopore volume for the activated

samples as a function of the solid yield.
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Figure 2 Solid state “C NMR spectrum for the anthracite (150-1250 um)
activated for 90 minutes using the quantitative SPE method.
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Figure 3

Figure 4
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INTRODUCTION

Even now, about a half of coal consumption in Japan corresponds to coke production for steel
making. Therefore, carbonization process is very important among coal utilization techniques.
Much effort has been paied to the development of effective carbonization process and/or
replacement of the present coking processes by new concept such as the direct ion ore smelting
process because our country has been imported almost all the coking coals and worried about a
precious resource exhausting problem. Therefore, a deep understanding of plastic phenomena of
coal was desired earnestly. We have been studying the phenomena of fusibility of coals by the
estimation of amounts of transferable hydrogen, the measurement of their solid-state '*C NMR
spectra and their thermogravimetric analyses (TGA)[1,2]. In those investigations, we found the
relationship between R, /WL (obtained from TGA) and Gieseler fluidity and also that solid state
3C NMR can evaluate the amount of transferable hydrogen. We referred to the schematic
illustration of the structural change during heating which was proposed by Spiro[3] in considering
the mechanism of coal plasticity. Although Spiro’s illustraion was based on the chemical structure
of coal of 1980’s, the structural analyses of coal and the detailed analyses of structural change
during heating should be examined again in order to understand fusibility chemistry of coal at the
level of molecule. Snape et al.[4] reported the characterization of partially carbonized coals based on
solid-state '*C NMR and optical microscopy: the change of aromatic cluster size with the heat-
treatment was discussed. In the present study, we employed a typical coking and a non-coking coals,
Goonyella and Witbank. Ruthenium ion catalyzed oxidation (RICO) reaction of two coals was
performed to get information concerning aliphatic portion of these coals. At the same time, the
sample coals were heat-treated in the electric furnace in order to observe the structural changes
during heat-treatment at the level of molecule, and the resulting char fraction and the devolatilized tar
fraction were analyzed by solid-state '’C NMR and FT-IR spectroscopy, respectively.

EXPERIMENTAL SECTION

Samples,

The coal samples used in this study were Goonyella coal (GNY; C 88.1%, H 5.1%, N 1.9%, daf.)
from Australia and Witbank coal (WIT; C 82.7%, H 4.5%, N 2.2%, daf) from South Africa. WIT
is called as non-coking coal in the field of coke industry, however, this coal shows a little degree of
plasticity. The sample coals were provided by the Iron and Steel Institute of Japan, these being

pulverized (- 100 mesh) and dried at 60°C under vacuum for a night prior to use.

Ruthenium ion catalyzed oxidation (RICO) reaction of coal.

Coal sample (1 g), NalO, (20 g) and RuCl,*nH,0 (40 mg) were put into a glass flask and stirred in
the presence of mixed-solvent, H,0 (30 ml), CH,CN (20 ml) and CCl, (20 ml), under the nitrogen
flow at 40°C for 48 h. The resulting carbon dioxide was purged with N, flow through CaC}, and
ascarite, and the yield of CO, was determined by the weight increase of ascarite. The details of the
products workup and analysis were indicated elsewhere[S]. We could analyze the fractions
containing lower carboxylic acids, higher carboxylic acids, aliphatic polyacids, and aromatic
polyacids.

Heat-treatment of coal and analysis of the products.

Heat-treatment of coal was conducted by using a tubular electric furnace (Isuzu DKRO-14K with a
temperature controller EPP-14) under 50 ml/min of nitrogen stream. One gram of coal sample was
placed at the center of the quartz tube, and heated up to a determined temperature at a heating rate of
3 K/min. Final temperatures of heat-treatment were softening, maximum fluidity and
resolidification temperatures of each coal (these were determined by Gieseler plastometry; 397, 456
and 498°C for GNY and 412, 432 and 446°C for WIT, respectively). The resulting char and tar
fractions were recovered and weighed to obtain their yields. Tar fractions were analyzed by FT-IR
spectroscopy (Shimadzu FTIR-8100M), and char fraction by '>C NMR spectroscopy
(Chemagnetics CMX-300).




RESULTS AND DISCUSSION

RICO reaction of two sample coals

In order to observe the structural differences between GNY and WIT at the level of molecule, we
performed RICO reaction of these two coals. After the reaction, we recovered carbon dioxide,
lower carboxylic acids, acids in organic layer and water layer, and residue with less solubility and
high molecular weight materials. The yields of carbon dioxide reached around 50% of the whole
product because of the high aromaticity of these coals, however, the carbon recovery of this reaction
was excellent; 96% for GNY and ~100% for WIT. We determined the amount of a series of mono-
and dicarboxylic acids from the analyses of lower acids fraction and organic layer. Figure 1 shows
the distribution of mono- and dicarboxylic acids. Monoacids correspond to the side chains in coal,
while diacids indicate the presence of bridge bonds between two aromatic moieties. From Figure |a,
we can recognize ~3 mol/100molC of acetic acid derived from methyl group in coal, and the amount
of other acids derived from longer side chains decreased monotonously with the number of carbon.
Diacids also showed similar tendency. As to the comparison of GNY and WIT, several differences
were found: longer side chains and bridges were detected in larger amount for WIT than for GNY,
and the longest side chains and bridges were found for WIT. As the other products derived from
RICO reaction of coal, we obtained aliphatic polycarboxylic acids and aromatic polycarboxylic
acids. The precursors of these acids were considered to be alicyclic structure attached to aromatic
cluster and highly condensed aromatic cluster, respectively. However, the apparent differences of
the amounts of these acids between two coals could not be observed. The results obtained by ">C
and 'H NMR of two coals indicated that GNY had slightly larger aromatic cluster than WIT.

Structural changes during heat-treatment

We performed the heat-treatment of GNY and WIT in the electric furnace in order to investigate the
structural changes during heating. The devolatilization started at about 300°C, and the deposition of
tar fraction appeared around 400°C in the heat-treatment of coals. We recovered char and tar
fractions after the end of heat-treatment. Other products were gases such as CH, and CO,, and
lighter hydrocarbons such as benzene. The yields of char and tar fractions obtained by the heat-
treatment of coals at above three different temperatures were shown in Table 1. The weight loss
(100% - char yield) at each heat-treatment temperature was similar to the data obtained from TGA,
however, they were not exactly same because of the limitation for temperature control in the furnace
during heat-treatment using an electric furnace. Atomic hydrogen/carbon ratio of char fraction
decreased as the heat-treatment temperature increased. The decrease of H/C for a series of char
samples may be due to the structural change during heating or the devolatilization of light fraction.
In order to obtain more detailed information about the structural changes during the heat-treatment,
we measured solid-state '’C NMR spectra of the char samples. The spectra were shown in Figure 1
together with carbon aromaticity, f,, evaluated from the '*C NMR spectra for each sample.
Although £, of raw coal was different (0.83 and 0.79 for GNY and WIT, respectively), f, values of
the heat-treated samples became similar. Then, the '*C NMR spectra were divided into 16 Gaussian
peaks by referring to the assignment of carbon types in several model compounds, and we estimated
the carbon distribution for each sample. We evaluated the change of amounts of each type of carbon
based on the carbon distribution of char samples, their elemental analysis data and char yields. The
data indicated the remarkable disappearances of the region of CH,, CH, and oxygen or carbon
substituted aromatic carbon. On the other hand, amounts of other type of aromatic carbon did not
change. These results supported that elimination of alkyl side chains underwent during the heat-
treatment at the temperature of coal plastic range but other structural changes such as the increase of
aromatic cluster size did not occur. Furthermore, release of CH, was observed at temperature range
of 400 - 600°C by TG-GC[2], and the decrease of H/C during heating could be explained by the
release of aliphatic rich volatile fraction.

In the previous paper[2], we reported that the amount of volatile materials from coal at the
temperature between maximum fluidity temperature and resolidification temperature was important
for the appearance of coal plasticity. Furthermore, we analyzed the tar fractions from TG furnace by
field desorption-mass spectroscopy to observe molecular weight distribution and aromaticity of the
fractions, and indicated that the different rank coals provided volatile components with different
composition. In this viewpoint, we analyzed tar fraction obtained from the heat-treatment of two
kinds of coals by FT-IR and gas chromatography. For the materials which can be detected by gas
chromatograph, a series of aliphatic hydrocarbons and complicated mixture of hydrocarbons were
observed for WIT and GNY. The aliphaticity (evaluated from the ratio of peak intensity of 3040
cm” to that of 2956 cm™) of tar fractions for these coals seemed to be high in the FT-IR spectra
(Figure 2). However, as the heat-treatment temperature increased, the aliphaticity of tar fraction
evaluated from FT-IR spectra dropped. Therefore, the volatile materials in the plastic stage had
higher aromaticity than those before softening. We can calculate apparent H/C ratio of the volatilized
fraction (including lighter fraction than tar) based on the yield of char and elemental analysis data of
raw coal and the char. It was higher for GNY than for WIT. FTIR results did not agree with thern,
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but we can explain this by the fact that GNY coal released more amount of CH, during the heat-
treatment as reported previously[2].

SUMMARY

We obtained the information concerning about aliphatic portion of two sample coals by using RICO
reaction, which oxidize aromatic carbon in coal, and we observed the structural changes during
heat-treatment of two coals. As to the structural features of original coal, RICO reaction implied that
longer aliphatic chains or bridges were existed in WIT than in GNY, and the size of aromatic cluster
for GNY was evaluated to be somewhat larger than that for WIT according to the '*C NMR data.
The structural changes during heat-treatment were also observed. The increase of f, and the
decrease of H/C were observed in the char fraction, while the tar fraction has aliphatic ‘carbons
richly. The differences of structural feature and pyrolytic behavior between coking and non-coking
coals were not so large, therefore, it is interesting to pay attention to the detailed analyses of both
volatile fractions before softening and in the plastic range.
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Figure 1. The yields of (a) monocarboxlic acids and (b) dicarboxylic acids
from RICO reaction of GNY and WIT.
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V Table 1. The yields of char and tar after heat-treatment of coals and atomic
H/C of char

Heat-treatment Yields (wt%, db.) Atomic H/C ratio
Coal temperature (C) Char Tar of char
GNY raw coal - - 0.69
GNY 397 97.5 1.4 0.68
GNY 456 89.2 7.5 0.59
GNY 498 86.9 110 0.56
WIT raw coal - - 0.65
WIT 412 90.0 4.8 0.63
WIT 432 87.0 6.9 0.60
WIT 446 85.6 6.4 0.59
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Figure 2. 13C NMR spectra and their carbon aromaticity (f;) of original coals and
char samples after heat-treatment.
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Figure 3. FT-IR spectra of the tar fraction obtained from the heat-treatment of WIT coal
at(a)412, (b)432 and (c) 446 °C and GNY coal at (d)397, (¢)456 and ()498 °C.
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Introduction

Co-coking is a novel process that incorporates the fundamentals of coal liquefaction and coal
pyrolysis. The main motivation behind this novel process was to obtain coal-derived liquid
products and carbon-rich solid products, by introducing coal and petroleum resid into a delayed
coking operation and simultaneously upgrading them. The liquid products obtained would contain
coal-derived material that is desirable because it would include cyclic structures, which when
hydrotreated would produce a product that may have higher thermal stability than petroleum-based
fuels in advanced aircraft applications. This is important since the next generation of aviation fuel
may use the fuel as a heat sink, requiring the fuels to withstand the higher operating temperatures
of high Mach aircraft.

In the past direct coal liquefaction processes satisfied the need for producing a feedstock for coal-
derived jet fuel, that was a high yield of low-boiling aromatic hydrocarbons, which can be
upgraded to hydroaromatic and cycloalkane compounds [1]. Coal liquefaction at present is not an
economically viable solution. Coal pyrolysis is also a process that yields these coal-derived
products using mild operating conditions. However, the main products obtained from coal
pyrolysis are water, carbon oxides and light hydrocarbon gases while the desired coal-derived
liquids are produced in low quantities [2]. In our approach to this study we wanted to see how we
could adapt a well known and extensively used process for the production of coal-derived
feedstocks for advanced jet fuel production. To this end we chose to study how we could utilize
the delayed coking process.

Delayed coking is a process used commercially to obtain quality coke and light hydrocarbon
fractions from low value petroleum resids and decant oil. This process typically operates in the
temperature range of 450-500 °C [3]. Martin and co-workers researched the effects of simulating
delayed coking conditions with the co-processing of resid and coal, on the overall products formed

[4].

The work presented here represents a continuation of previous studies of co-coking [4,5,6], while
focusing in on the characterization of the coal-derived products from this novel co-coking process.

Experimental

Three coals were selected from the Penn State Coal Sample Bank and Database based on their
high fluidity, high volatile content and relatively low ash values. Two of the coals were high
volatile bituminous coals from Virginia, while the third was a high volatile bituminous coal from
the Pittsburgh seam. Table 1, displays the main characteristics of the three coals selected for co-
coking. The samples were ground to a -60 mesh and vacuum dried at 110 °C for 2 hours prior to
each of the experiments to remove excess moisture. The petroleum vacuum resid used was a
coker feed supplied by BP America and was used as received.

Table 1. Properties of the coals used in this study

POWELLTON EAGLE PITTSBURGH #8
RANK hVAb hVAb hVAb
MOISTURE 6.5 6.8 24
ASH 5.0 55 10.0
%C 87.6 87.3 833
% 58 5.6 57
TN 1.6 1.6 1.4
%S 0.9 - 1.3
%0 39 - 8.4
TEMP. MAX FLUIDITY (C) 448.0 437.0 438.0
FLUIDITY (DDPM) 30000+ 30000+ 20002

The reactions were carried out in vertical 25 ml microautoclave sealed reactors with ca 6 grams
of coker feed and 3 grams of coal (resid/coal ratio of 2:1 by weight) at four temperatures (450,
465, 475, and 500 °C). The reaction length was 2 hours. The reactors were purged with
nitrogen to remove any air within the reactors and left at ambient pressure. Once the reaction was
complete, the reactors were cooled and the gases that evolved were vented. Any pourable liquid
was collected through the stem and later included in the oils (hexane soluble fraction). The
products were then removed from the reactor and subjected to a Soxhlet extraction using hexane
to remove the oils, toluene to remove the asphaltenes, and finally THF to remove the
preasphaltenes. The THF insolubles were then dried in a vacuum oven for 2 hours at 30 °C to
remove any excess solvent so the coke product yield could be recorded on a dry weight basis.
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The hexane-soluble fractions were subject to analysis using GC-MS and SimDis GC. Semi-
quantitative analysis was performed using a Shimadzu GC 17A linked to a QP5000 MS and fitted
with a Restek XTI-5 30 meter column. Boiling point distributions were measured using an HP
5890 II plus instrument with and FID and fitted with a 6 meter Restek MXT-500 SimDis column.
Ultimate analysis was performed on the coke products using a LECO 600 CHN analyzer and a
LECO MAC 400 was used for proximate analysis. Optical microscopy was also performed to
determine how the coal and the resids interacted in the coke products. .

Results and Discussion

Table 2 shows the overall distribution of the liquid and solid products obtained from co-coking
experiments at temperatures of 450, 465, 475 and 500 °C respectively. From these results we
can conclude the general trend that as the temperature increases the coke yield increases while the
liquid products decreases. Similar conclusions were shown in the work carried out by Hossain
and co-workers {7], in that the higher the internal pressures in the tubing bomb reactor the higher
the solid carbon yield. In our system the higher temperatures promotes greater decomposition of
the liquid phase to gaseous products, which in turn leads to higher internal pressure, and thus
higher coke yields.

Table 2: Percent yields for the solvent fractions from co-coking experiments using Eagle,
Powellton, and Pittsburgh coal plus coker feed at 450, 465, 475, and 500 °C

PERCENT YIELDS
TEMP (°C) FEED GAS | OILS | ASPHALTENES | PREASPHALTENES | COKE
450 COEAGLE 140 | 247 3.5 2.5 321
CO-POWELLTON [ I2.1 | 32.2 17.2 4.0 37.1
CO-PITTSBURGH | 12.2 | 19.5 4.3 3.9 44.5

COKER ONLY 16.9 | 52.5 5.0 1.6 21.2
POWELLTONONLY | 19.2 | 2.3 1.1 20.0 86.2

465 CO-EAGLE 223 | 13.2 2.7 4.7 50.4
COPOWELLTON | 225 | 7.1 0.3 0.8 25.91
CO-PITTSBURGH | 18.0 | 16.9 1.8 1.1 49.1

COKER 16.1 | 417 7.9 1.9 14.5

475 CO-EAGLE 183 | 6.5 8.0 2.3 47.6
CO-POWELLTON 9.1 | 7.7 0.6 2.4 36.5
JCO-PITTSBURGH | 249 | 125 1.4 4.5 51.2

COKER ) 372|282 1.6 6.9 25.9

500 CO-EAGLE - 170 | 5.4 0.3 4.4 485
COPOWELLTON | 28.3 | 6.7 0.3 2.2 50.6
CO-PITTSBURGH | 28.6 | 6.3 0.5 2.7 50.9

COKER 47.1 | 16.9 0.4 6.0 35.3

Reactions preceded by a Co- indicates co-coking experiments.

GC-MS was performed on the hexane soluble fractions to obtain the specific compound
distribution of the products from these experiments. The major peaks and volume percents were
identified and based on the total area under the peaks. From Table 3, we can see that as the
temperature of the reaction is increased, the presence of aromatic compounds increased. This
would indicate that the coal conversion and the inclusion of coal derived material in the products
was increasing. The coker feed on the other hand consisted of mainly saturated alkanes, which we
see contributed to the high content of alkanes for the co-coking reactions at lower temperatures. It
is also worth noting that the different coals produced coal-derived compounds at similar reaction
temperatures. For example, co-coking experiments performed at 465 °C with Eagle produced high
quantities of naphthenes, Pittsburgh produced high quantities of pyrenes, and Powellton had
compounds that averaged out across the range of those identified. In addition we can see that in
the identified products from co-coking, with the exception of Eagle at 465 °C, that no phenols have
been identified. This suggests that their numbers have been sufficiently reduced under the reaction
conditions, possibly due to their inclusion in the propagation reactions that lead to coke formation,
and thus, their removal from liquid products. These compound distributions obtained from co-
coking experiments showed similarities with the products derived from flash pyrolysis experiments
by Nip et al [7].

Tables 4 shows the percentage yields of methyl substituted compounds that were identified in the
oil fraction from co-coking experiments. C1, C2, C3, etc. correspond to mono, di, and tri
substituted compound, respectively. It is clear to see that heat-treated coker feed does not
contribute any significant quantities of substituted aromatic compounds to the oil fraction (see
Table 3). Therefore all the aromatics identified come from coal-denved material.

Once again it can be seen that the different coals produced compounds with differing levels of
substitution. Thus indicating the differences in the molecular composition of the coals, even
though they are of the same rank classification. The most likely reason for this would be in the
subtle structural differences in the reactive macerals, although this is difficult to prove. The
increases in temperature are exemplified in the series of tests performed on Powellton coal between
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450-500 °C. The general trend shown is that with an increase in temperature, there is a decrease in
the amount of substitution in the compounds after the reaction is complete. This is due to the
increased cleavage of the methyl groups from the ring at elevated temperatures, with formation of
gaseous products. Although not reported, this does also contribute to a reduction in the H/C ratio
in the products at higher terperature.

Ultimate analysis and optical microscopy was performed on the THF-insoluble to give an
indication of the quality of the coke products being formed. Figure | shows that the H/C ratio
for the products from co-coking have a lower value than the individual heat-treated feeds. If we
calculated the H/C ratios for the products from co-coking from the results of the feeds coked
individually, the estimated value is higher than the actual result from the co-coking experiments.
This suggests that in co-coking we are enhancing coke formation and the formation of a more
carbon-rich product. This is different from what other researchers, such as Tanabe and Gray (81,
have seen. In their study the presence of fine particles such as clays, inhibited coke formation
during the heat-treatment of vacuum resids.

The optical microscopy results indicated that the coal was contributing more to the mass of the
coke product than the petroleum resid. The optical microscopy results also concluded that good
mixing was occurring in the reactor between the resid and coal. Which was also a conclusion we
gained from fluidity studies which were performed on the feeds and mixtures, that showed both
the coals and coker feed were fluid over the same temperature range, and underwent
devolatilization at the same rate. In addition optical microscopy gave a good indication of the fine
mosaic structures formed during the co-coking conditions. Although there was little evidence to
support the homogenizing of the two phases — coal and resid - the analyses showed interesting
features. Amongst them were the influences of coal particle size on the degree mesophase
formation and the elongated fluid structures from the coal, which were produced during the
reactions.

Simulation distillation GC was performed on the hexane soluble fractions produced, to obtain
boiling point distributions. For this research, the primary temperature range ‘that was desired for
the hexane soluble fraction to fall within was the jet fuel range. The jet fuel range is defined as
liquids falling within the 200-260 °C temperature ranges. Figure 2, shows the boiling range for
the three different coals with the coker feed, as well as the coker feed and heat-treated coals only,
reacted at 465 °C. We can see the effect of combining both the coker feed and the coal lowers the
yield of the jet fuels fraction by about half. It seems that the coal is acting as a catalyst for
decomposition. When coal is present there is both in increase in gas and coke yields. Couple
this with a decrease in liquids yields, we can assume the extra coke and gas come from the
decomposition of the coker feed. One reason for this decomposition may be due to the presence
of relatively high quantities of phenols being produced from the coal under the reaction
conditions. Phenols are known to be good sources of radicals, which in turn can initiate
retrogressive polymerization reactions, and the increased yield of coke.

Conclusions

From the work performed so far in the sealed batch reactor systems, we believe that 465 °C is the
best temperature to produce the best quality oil fraction and carbon-rich product at reasonable
yields. Further study will include feed ratio studies, alternative feeds and the effects of reaction
length on yields. Future investigation of product characterization from this co-coking process
will include the use of a vented reactor to increase the yield of liquid products at the optimum
operating temperature of 465 °C, while still maintaining a relatively high yield of carbon-rich
coke.
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Table 3. Compound Distribution Yield in the Hexane Soluble Fraction

Feed Oil | Benzenes | Phenois| Alkanes | Napthenes | Fluorenes | Anthracenes/ Pyrenes
Yield Phenanthrenes

Eagled50 [ 4.4 - 0.30 0.31 0.53 - 0.17 -

Pow 450 23 0.20 0.13 0.27 0.02 0.11 - -
Coker 465 | 47.7 - - 18.28 0.97 - - -
CoEagle 465 | 13.2 0.19 0.16 130 2.99 0.19 0.75 0.08
CoPitts 465 | 16.9 - - 2.06 1.89 - 035 4.63
CoPow 450 | 32.2 - - 11.34 - - - -
CoPow 465 | 14.1 0.13 - 047 2.62 0.11 0.97 0.18
CoPow 475 | 7.7 032 - - 1.84 0.11 0.77 0.13
CoPow 500 | 6.7 - - - 1.52 0.11 0.91 0.29

Table 4. Yield of substituted compounds in hexane soluble fractions from co-coking studies.

Fluorene

Benzene Phenols Naphthenes Anthracene/ | Pyrene
REACTION Phenanthrene
cafjca|ca|la|czjcijcijc2|ci] ci ci|cz2l ci
Pow 450 — 1 - | - 0.07]0.09]0.04]0.08]0.1470.06] 002 [0.09] - -
Eagledso | - | - | - - |o21]009]0.21]025( - - ol - -
CoEagle465| - | - |0.15]0.05{0.11}f - |o76]1.21]0.88) 0.19 |0.53]0.09| 0.04
CoPitts 465 | - | - | - -1 - | - [os6]o9s]03s - 020 - -
CoPow 450 | - - - - - - - - - - - - -
CoPow 465 {0.11| - | - .| -1 - |o78]1.17{048| 011 |049]| 030} -
CoPow 475 | - lo.04|027| -1 - | - [o61]0.74]|0.29] 011 J045]015]| 0.05
CoPow 500 | - | - | - -| -] - |os9]o.60]0.15] 005 |0.50]0.12]| 0.08
0.65 T T v T v r v r T
[ Coker Feed ]
06 F 0 Poweliton k
F 0 Eagle .
E O Co-Polwellton §1
e 055 [ E Co-Eagle
= N 1
=4 F ]
Q [ ]
) 0.5 - ]
0.45 .

Figure 1. H/C ratios of THF insoluble products from coking experiments performed at 450 °C.
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Figure 2. Boiling point distribution analysis of hexane soluble fraction from select co-coking
experiments at 465 °C.
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ABSTRACT

Changing market conditions, brought about by utility deregulation and increased environmental regulations,
have encouraged the Department of Energy/Federal Energy Technology Center (DOE/FETC) to restructure
its Integrated Gasification Combined Cycle (IGCC) program. The program emphasis, which had focused
on baseload electricity production from coal, is now expanded to more broadly address the production of a
suite of energy and chemical products. The near-term market barrier for baseload power applications for
conventional IGCC systems has combined with increasing opportunities to process a range of low- and
negative-value opportunity feedstocks to provide incentives for the refocused and expanded 1GCC program.
The new program is developing a broader range of technology options that will increase the versatility and
the technology base for commercialization of gasification-based technologies. This new strategy supports
gasification in niche markets where, due to its ability to coproduce a wide variety of commodity and premium
products to meet market requirements, it is an attractive altemnative. By obtaining operating experience in
industrial coproduction applications today, gasification system modules can be refined and improved leading
to commercial guarantees and acceptance of gasification technology as a cost-effective technology for
baseload power generation and coproduction as these markets begin to open.

INTRODUCTION

Integrated Gasification Combined Cycle (IGCC) combines gasification with gas cleaning, synthesis gas
conversion, and turbine power technologies to produce clean and affordable energy. The combination of
combustion turbine and steam turbine is highly efficient in generating electricity. The synthesis gas can be
converted to fuels for clean efficient fuel cell generation of power and conversion to high quality liquid fuels.
Different variations of the combinations can offer to industry the capability to use low-cost and readily
available carbonaceous energy resources and wastes in highly efficient energy conversion options. These
options can be selected to meet any of a whole host of market applications as may be suitable for the
particular business opportunity. Compared with today’s commercial and advanced technologies, IGCC is
one of the most efficient and environmentally friendly technologies for the production of low-cost electricity
and synthesis gas and can be readily adapted for concentrating and sequestering CO,. 1GCC is the only
advanced power generation technology that is capable of coproducing a wide variety of commodity and
premium products to meet future market requirements. Through specific selections of the gasification-based
technologies, an IGCC configuration can be built to convert virtually any carbon-based feedstock into such
varied products as electric power, steam, hydrogen, high-value liquid fuels, and value-added chemicals.

The basic IGCC process for the production of electricity (see Figure 1) initially converts the carbonaceous
feedstock in a gasifier into a synthesis gas, a mixture of carbon monoxide and hydrogen. The synthesis gas
is cleaned of particulates, sulfur, and other contaminants and is then combusted in a high efficiency gas
turbine/generator. The heat from the turbine exhaust gas is extracted to produce steam to drive a steam
turbine/generator. The Brayton cycle gas turbine operating in conjunction with the traditional Rankine cycle
steam turbine make up this combined cycle. Gasifier technology and combined cycle integrated in this way
offers high system efficiencies and ultra-low pollution levels, ultimately reaching efficiencies of 60%, near-
zero pollution, and closing the carbon cycle.

In addition to steam and power, the clean synthesis gas can be catalytically converted into hydrogen,

environmentally superior transportation fuels, and a variety of chemicals in the coproduction mode. The high
quality steam can also be exported for applications other than the production of electricity.
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WHY SHOULD INDUSTRY BE INTERESTED?

IGCC has inherent characteristics which will enable major energy industries -- electric power generation,
petroleum refineries, chemicals, fuels, and energy users -- to remold their technology and business structurc
to meet future market needs and take advantage of new opportunities. Deregulation, restructuring, and new
types of cost competition are emerging with increased environmental pressures. As a result, the boundaries
of these industries and the business structures will be changing significantly. The inevitable result will be
opportunities for lower cost, more efficient, and less polluting energy conversion technologies that
complement and contribute to the structural changes in both the technology base and business interests of
the major energy industries. The unique advantages of IGCC systems have created a significant market for
gasification technologies in industrial market applications. Gasification is the only technology that offers both
upstream (feedstock flexibility) and downstream (product flexibility) advantages.

Worldwide energy consumption is expected to grow 75 percent between 1995 and 2020, according to the
Energy Information Administration (International Energy Outlook 1998). Almost half of the world’s future
increase (or increment) in energy demand will occur in developing Asia. China alone expects to more than
double its current electric generating capacity by 2015. This nation of 1.8 billion people will be considering
new technology as a way to reduce environmental and health challenges from increasing energy consumption
while, at the same time, using its abundant coal resources. The United States and the rest of the world will
also increase its energy consumption and will confront similar energy and environmental challenges.

WHERE IS IGCC TODAY?

Gasiflication Worldwide .

The stage is set for IGCC to play a major role in the domestic and global energy market. There are over 350
gasification units operating worldwide, producing the equivalent of about 20,000 MW. More than 300 of
the units are producing synthesis gas (H, and CO) rather than power. The largest concentration of gasifiers
is at SASOL in South Africa with about 100 fixed-bed gasifiers. China contains the next largest inventory,
licensing more than 20 gasifiers and there are 14 gasifiers operating in North Dakota at the Dakota
Gasification plant.

In addition to traditional coal utility IGCC applications, gasification technologies have been used in the
conversion of coke, residual-oil, and biomass to power, steam, and chemicals and new facilities are being
installed for additional applications. In fact, residual oil and coke account for 50 percent of the feed to
gasifiers worldwide. Coal accounts for 42 percent of gasifier feedstock, and natural gas fuels 8 percent of
all gasification. With the emphasis on reducing fuel costs, waste disposal costs and CO, emissions, 2 number
of small projects will be using biomass as the gasifier feed and are either already operating or are near
completion.

There are eight IGCC plants that are in construction or are operating in the petroleum refining industry both
domestically and internationally. In these applications, the refinery residues are converted to synthesis gas
to fuel a combined cycle and co-produce hydrogen for use in upgrading transportation fuel quality. There has
been a great deal of activity in Europe, particularly in ltaly where at least four projects are moving ahead that
could add 1,500 MW to the Italian power grid before the year 2000. In the U.S., Texaco is operating a 35
MW IGCC at its El Dorado Plant in Kansas. The plant is proving that small-scale gasification combined cycle
plants are economical and can convert hazardous waste streams into products. Two additional projects that
integrate gasification with refining (the Motiva Refinery in Delaware and the Exxon Baytown Refinery in
Texas) have awarded architectural and engineering contracts for design and construction.

Competition within Energy Markets

During the coming years, competition between the types of power systems and fuel resources will continue
and as long as natural gas remains readily available and relatively inexpensive, natural gas-based power
systems are likely to be the technology of choice. As natural gas becomes more expensive, lower cost energy
resource options such as coal and alternative fuels will increasingly become the preferred choice and
gasification the best technology to use these resources in efficient IGCC and syngas conversion technologies.

The capital cost for a natural gas-fired combined cycle plant is about one-half the cost of an IGCC plant that
gasifies coal. IGCC is capital intensive; it needs economies of scale and fuel cost advantages to be an
attractive investment option. However, IGCC costs can be improved by integrating processing steps and
energy uses in a synergjstic way with industrial applications. For example, gasifiers can operate on low-cost
opportunity feedstocks, can be used to convert hazardous waste into useful products, reduce or eliminate
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waste disposal costs, and can coproduce power, steam, and high-value products for use within the host plant
or for export. Fluidized-bed combustors compete with IGCC in smaller cogeneration markets due to their
ability to handle a wide range of feedstocks; however, IGCC has the added advantage of product flexibility,
which can make it a more economical option for certain industrial applications.

Achievements

The key to commercializing technology is to demonstrate, on a commercial scale, its technical, economic,
and environmental performance. DOE’s Clean Coal Technology Program, a cost-shared effort with private
industry, continues to be a cost effective and successful approach for moving technologies from bench scale
to the marketplace. Within the structure of this program, there are three IGCC base-load power production
projects and a gasification products conversion project that are relevant demonstrations of the level of
commercial readiness of gasification-based technologies. These projects are individually and collectively
evidencing the maturity of this technology base. The projects are:

®  Wabash River Coal Gasification Repowering Project

® Tampa Electric Company IGCC Project

® Pifion Pine IGCC Power Project

® Liquid Phase Methanol (LPMEOH) Demonstration Project
IGCC PROGRAM

To meet energy market demands and to break the barriers to global commercial acceptance of gasification-
based technologies, the IGCC Program strategy emphasizes increased efficiencies, cost reduction, feedstock
and product flexibility, and near-zero emissions of pollutants and CO,. As a result of the development and
demonstration projects funded by the DOE’s IGCC program and the CCT program achievements mentioned
in the projects above, significant progress has been made to reach the capability shown at the left margin of
Figure 2, namely about 40 percent efficiency and $1,200 total plant cost per KW. It is anticipated that with
the continued development of oxygen blown systems, hot gas cleaning, membranes, and advanced gasifier
systems that further improvements in efficiency and reductions in cost will likely be achieved as shown in
Figure 2. An overall pictorial of the FETC IGCC Product Team’s view of IGCC R&D Issues is shown in
Figure 3. Specific categories of R&D issues and consequent planned activity areas are identified in the figure.
To achieve these goals, the strategy is broken down into four distinct areas:

® Research and Development .

DOE/FETC is sponsoring a multitude of R&D contracts with industry, academia, nonprofit institutions and
govemnment laboratories that support the goals of the IGCC program. Research activities include advanced
gasifier designs that have the potential to reduce capital and O&M costs, improve thermal efficiency, and
process alternative feedstocks. The transport gasifier is being developed through a coordinated program
utilizing several research facilities. One of the focus areas of this research is refractory materials and
instrument development to improve gasifier performance, operational control, and reliability. Researchers
are also developing fluid dynamic data and advanced computational fluid dynamic models to support the
development of the transport gasifier and desulfurizer. The use of biomass and municipal waste as gasifier
feedstocks for power and coproduction applications are being evaluated. Novel technologies for gas
cleaning and conditioning are being developed to reduce capital and operating costs and to meet the
stringent requirements for cogeneration and coproduction applications. These new technologies are needed
to assure the supply of ultra-clean gas for fuel cell and catalytic conversion of syngas to fuels and chemicals
as well as enabling advanced processes to effectively separate CO,. These technologies focus on minimizing
consumables and waste products. Research is also being conducted in the area of advanced gas separation
technologies with the goals of reducing both capital and operating costs, improving plant efficiency, and
concentrating and capturing CO,. Researchers are investigating novel hydrogen separation technologies
which are capable of operating at high temperatures and pressures and in the presence of chemical and
particulate contaminants. New air separation technologies, such as mixed conducting ceramic membranes,
for producing lower cost oxygen are also being developed. And lastly, technologies that can generate value-
added products to minimize waste disposal and improve process economics are being evaluated. Processes
that will improve the quality of the ash, slag, and sulfur by-products from the plant are being developed
because adding value to these products will not only enhance the plant revenues, but will more effectively
use all of a resource with less waste.

® Systems Engineering and Analyses

A variety of economic analyses, process performance assessments, and market studies are being conducted
to provide sound engineering and economic guidance for future R&D initiatives and to support
commercialization activities, both domestically and internationally. Some examples include: an IGCC
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optimization study for baseload power, cogeneration of steam, and coproduction of power and transportation
fuels. These studies will help to define future R&D efforts and will provide the lowest cost and highest
efficiency approaches. The R&D efforts can then be aimed at reducing material costs and consumables as
well as total plant costs; a detailed market analysis and the development of a commercialization strategy
tailored for coproduction applications; and system studies to assess the production, mitigation, and
sequestration of CQ, in IGCC applications for baseload power generation, cogeneration, and coproduction
and concepts for achieving zero emissions and closing the carbon cycle.

® Technology Integration/Demonstration

Demonstrate gasification-based technologies at an industrially relevant scale of operation to confirm process
scale-up, provide RAM data, and evaluate process performance. Activities would include providing DOE
resources to insure the success of existing IGCC Clean Coal Technology programs through technical
assistance and R&D projects. The scope of demonstrations will be expanded to incorporate fusel cell, turbine
integrations, and hybrids and extend the versatility of demonstrated technology.

® Product Qutreach

Funding for RD&D activities is becoming increasingly difficult to find in both the private and public sectors.
In an effort to overcome these obstacles, DOE/FETC has implemented an aggressive outreach program to
communicate, coordinate, and partner with anyone who has a stake in the outcome of IGCC RD&D efforts
including: power generators; industrial firms; financial institutions; environmental groups; local, state, and
Federal legislators; taxpayers, and others. As part of this actiyity, stakeholders will be educated on the
technical, economic, and environmental benefits of the IGCC systems. Further outreach will be accomplished
by coordinating activities with other Federal, state and local government programs and organizations whose
programs are complementary to IGCC to avoid potential redundancies. Finally, the formation of
multinational partnerships, consortia and user groups will assure a coordinated research effort and continued
commercialization activities for gasification-based technologies.

ACHIEVING THE VISION

By the year 2015, gasification-based technologies will have gained global acceptance and as a result will have
penetrated worldwide power generation markets, achieved widespread use in the petroleum refining market,
and attained, via coproduction, deployment in the fuels and chemicals market. Gasification-based processes
will be the technology of choice by being the low-cost leader and providing superior environmental
performance through modularity of design and fuel flexibility for easy integration into multiple applications.
Commercial guarantees and financing will be readily available, therefore, minimizing the need for government
incentives. This will result in improved U.S. industrial competitiveness and enhanced U.S. energy security
through increased use of domestic resources. Beyond 2015, the Federal government will continue to develop
advanced low-cost technologies to achieve America’s goals of economic prosperity in multiple markets,
energy security and environmental quality, leading toward zero discharge of all pollutants and greenhouse
gases.

Early Entrance Coproduction Plants

The versatility of coproducing power and fuels accelerates deployment of both IGCC and synthesis gas
conversion technologies, increases capacity factor, and reduces risks. Coproduction would allow a reduction
in oil imports by producing significant quantities of ultra-clean fuels from domestic resources with little or
no carbon emissions. However, private investors and process developers are hesitant to invest in the design
and construction of coproduction plants until technical, economic, and technology integration risks are
acceptable. DOE is implementing a strategy to help mitigate these risks through the support of early entrance
coproduction (EECP) small-scale commercial plants that will demonstrate the successful operation of the
integrated technologies. They will be constructed adjacent to existing infrastructures, and be capable of
processing multiple feedstocks and producing more than one product. These EECP plants will be built by
an industrial consortia in partnership with state and federal governments. Once the identified risks have been
shown to be acceptable by successful operation, future commercial plants would not require Federal funds
for construction and deployment.

Vision 21

Ultimately, gasification will be the cornerstone technology for a new fleet of energy plants for the 21st
Century, called Vision 21. These energy plants are highly efficient systems (greater than 60%) that will co-
produce low-cost electric power, transportation fuels, and high-value chemicals, all tailored to the geographic
energy market demands. The feedstock and product flexibility of gasification-based technologies, coupled
with their high efficiency and ultra-low emissions, make them a core part of the Vision 21 concept.




Vision 21 is DOE’s strategy for advancing the research and development of technologies critical to Creating
the integrated energy plants of the coming century. R&D by DOE and industry partners will focus on issues
that are key to improving the efficiency, versatility and cost-effectiveness of IGCC components and systems,
and to furthering synergies between IGCC and other advanced energy and environmental controf
technologies.

CONCLUSIONS

Ultimately, IGCC could become the technology of choice for electric power generation. Improvements in
IGCC performance are possible through continued development and integration of advanced technologies.
Thanks to investments in energy research, development, and demonstration by the Federal government and
industry partners, U.S.-based companies are poised for leadership in emerging world markets for IGCC
systems, positioning them at the center of a vital energy industry in the 21st century.

FIGURE 1. INTEGRATION GASIFICATION COMBINED CYCLE
Technology Options
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ABSTRACT

As coal is the most abundant fossil fuel, coal should be used for not only power generation but also
production of fuel and agriculture chemicals. Staged coal gasifier can increase production of methane by
controlling the feed oxidizer ratio between stages. The gasifier can also control the ratio hydrogen and
carbon monoxide by feed steam to secondary stage. The gasifier can product di-methyl ether easily at
hydrogen production equal to carbon monoxide. The 50 tons per day pilot plant of the gasifier tested at
Chiba prefecture in Japan from 1990 to 1995 by NEDO (The New Energy and Industrial Technology
Development Organization). The main objective is production of Hydrogen. The new 150 tons per day
pilot plant has started construction from 1998 by Electric Power Development Co., LTD. EAGLE (Coal
Energy Application for Gas Liquid and Electricity) project aims to increase efficiency of staged gasifer
and to achieve high performance clean up system.

INTRODUCTION

Coal is the most abundant of the fossil fuels. At the end of 1990, proven world reserves of coal were
estimated to be sufficient for more than 200 years at 1990 production rates. lts wide geographical
distribution ensures that coal is to be found in every continent, and is fossil fuel in many countries.

Most coal used in power station. Coal-fired power stations generated almost 40% of the world's
electricity. As coal is likely to remain a primary energy resource for the future environment concems
continue to dominate, these aspects will determine which technologies will be employed to convert coal
in power. Therefore, that a great deal of effort is being directed into reducing the environmental impact
of coal-fired generation through the environment of clean coal technologies.

Gasification processes produced fuel gas, which can be cleaned prior to firing in the turbine combustor,
and suffer no such temperature constraint. In addition, there are many factors that make fuel gas easier
lo clean than gaseous of combustion. Coal gasification is very old technology. Before natural gas was
introduced on the market, coal gasification was used to produce fuel gas for distribution in urban areas.
It has also been used quite frequently in the chemical and petrochemical industries to produce raw
material for chemical process. Converting coal into clean fuel gas offer a very attractive way of
generating power. That is used gas and steam turbines, with minimum environment impact.

Hitachi started research on the entrained flow coal gasification process in 1980, developed the two-stage
gasifier, and then researched the basic coal gasification technology of the gasifier using 1-t/d process
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development unit installed at Hitachi Researcher Laboratory in 1981.

The two-stage gasifier was adopted in 1986 as the coal gasification project of Japan sponsored by NEDO
as a part of the Sunshine Project of MIT]. Equipment development research was started using 3-t/d
gasifier. HYCOL was established in 1986; it chose Hitachi’s gasification process for its pilot plant.
Hitachi group designed, fabricated, and constructed the S0t/d coal gasification pilot plant 1990[3).

The present paper addresses the continuation of that effort with the focus on the 1IGCC performance by
using two-stage gasifier. This paper refers how to deal with molten slag and sticking fly ash, and show
the effect on the total system performance on the focus decreasing of recycle gas.

PRINCIPLE OF THE TWO-STAGE GASIFICATION PROCESS

The principle of the two-stage gasification process is shown in Fig. 1. Features of the process are as
follows,

(1) High gasification efficiency
Pulverized coal and oxygen, the
gasification agent, are fed to upper and
lower burners. They are tangentially
installed on the gasifier in order to
create a spiral flow in the gasifier.
Enough oxygen is fed to the lower
burners to melt down the ash contained
in the feed coal. Pulverized coal fed to
the upper burners is reacted at a lower
temperature with a relatively smaller
amount of oxygen, compared with that
fed to the lower burner, and gasified and
converted to reactive and less adhesive
char. The char moves down along the El >
spiral gas flow and mixes with high X ow \ .Slag .
temperature gas in the lower portion of Fig. 1 Principle of the Two Stage Gasifier

the gasifier, where gasification proceeds further. The produced gas is turned over and goes up to the exit
of gasifier with a small amount of char.

Rotational” Temperature

(2) High thermal efficiency from a pneumatic feeding system

Pulverized coal is fed to the gasifier by a dense phase pneumatic feeding system using recycled gas or
nitrogen. Therefore, a high temperature can be maintained with a small amount of oxygen, compared
with the slurry feed system.

(3) Reliable gasifier with a slag self-coated water-cooled tube wall.
The gasifier consists of a water-cooled tube wall, which is lined by a newly developed high temperature
resistani castable. Molten slag solidifies on the inside surface of the wall at first and then molten slag
flows down over the surface of the solidified slag. The slag self-coated system is more reliable and
extends operation time, compared with the refractory lined gasifier.

(4) Stable slag tapping

A pressure difference between the wall side and the center of the gasifier is generated by the spiral flow.
Therefore, hot gas is recycled from slag taps to a gas tap. This ensures stable slagging of molten slag
without burning auxiliary fuel.

For the purpose of estimation the two-stage gasification a computational fluids code has been developed
for simulating coal gasifier.
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REACTION MODEL

Coal gasification is modeled as simultaneous de-volatilization and char gasification processes. The coal
volatile is assumed to be a hydrocarbon mixture containing all of the coal hydrogen with the remaining
mass being carbon. The volatile evolve at arate expressed in Arrhenius form:

dv ~E
-4 —t |V =V, 1
" ,exp[ T,,J( e ®

Where A, and E, are kinetic rate constants, V is the fraction of coal evolved as volatile, and ¥V, is the
maximum volatile yield. Values of there parameters are shown in Table 1. Knill et al. (1989) showed
that de-volatilization occurs during particle heating and is nearly instantancous for particle temperature
greater than 1300 K. Thus, the kinetic constants are chosen to ensure that de-volatilization is complete in
1 ms at 1300 K. ’

The remaining char is gasified with CO, and H,0:

C + €O, - 2C0 @

C+H,0 > CO+H, 3)
Both reactions are first order in the CO, and H,0 partial pressures, Fro, and P, o, and they proceed in
parallel. The chemical reaction rates are expressed in Arrhenius form:

kei= Ar,iexp(—?r‘i) )

Where the subscript i represents either ¢ or k.

@

As the volatile is released from the coal, they react with oxygen to form complete combustion products.
( y
CxHy+Kx +Z)OZ —xCO, +EHZO (5)
The volatile reaction rate, R,, is controlled by the mixing of fuel and oxidant according to the Eddy
Dissipation Model (EDM) of Magnussen and Hjertager (1976). In the EDM, reaction rate is defined as
the product of a characteristic eddy lifetime, ¥/ € and the minimum of the volatile and oxygen mass
fractions, Y, and Y,, respectively:
. Y
R =Aupry mm(Y,,—L) ®)
r,
Where r, is the stoichiometry (mass O,/mass volatile). The volatile combustion and char
gasification  products are  redistributed in the gas phase aceording to these reactions:
CO,+H, e CO+H, @
C+2H, =CH, (8)
The water/gas shift reaction and methane-steam reforming reaction may progress in either direction
depending on gas composition and temperature as determined by equilibrium[4].

o
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CALCULATION RESULTS Cold gas eficiency (-)
1 0.8

£

Calculation resuits shown by fig 2. Cold gas
efficiency increased with increasing upper oxygen
ratio 10 coal, and with increasing lower oxygen
ratio. The peak value of cold gas efficiency is
given when addition of upper oxygen ratio to coal
and lower equal 0.9. That shows cold gas
efficiency is decided by total oxygen ratio of
gasifier.

Upper Oxygen/Coal Ratio (kg/kg)

The outer gas temperature increase with
increasing total oxygen ratio. The lower region
temperature increases with increasing only lower
oxygen ratio to coal. Fig. 2 Calculation Results of Two Stage Reaction

Ob4 06 08 1 12
Lower Oxygen/CoaiRatio (kg/kg)

The operation region of oxygen ratio to coal at two-stage gasifier is described as below. To melt ash of
coal, lower temperature need to be over ash melting point. Lower region of temperature is decided by
lower oxygen ratio. Thus lower oxygen ratio need to be over the line A in figure 2.

On the other hand, the outer gas temperature is decided by total oxygen ratio. Total oxygen ratio need to
be lower below the line B. Consequently operation region two-stage gasifier is shown as figure 2. The
oxygen ratio to coal can be operated to be the maximum cold gas efficiency.

The oxygen coal ratio for the one stage gasifier depends on the temperature over than the melting point
of coal. That is the oxygen feed operation need to be on the line C in figure 2. If the oxygen ratio to coal
at the ash melting point is over than that given at the highest cold gas efficiency, the outer gas must
increase. On the other hand the total oxygen ratio to coal does not have to be relate to the ash melting
point at the two-stage gasifier. The two-stage gasifier can operate at lower oxygen concentration than
one stage within some kinds of coal. Thus the two-stage gasifier can be operated in lower quench gas
than the one stage gasifier.

EAGLE PLANT

The new 150 tons per day pilot plant has started construction from
1998 by Electric Power Development Co., LTD. EAGLE (Coal
Energy Application for Gas Liquid and Electricity) project aims to
increase efficiency of staged gasifer and to achieve high performance
clean up system.

Figure 3 shows gasifier and heat exchanger at EAGLE Project.

The EAGLE system consists of an oxygen-blown entrained flow
gasifier; dry type coal feed system and wet gas clean-up system. The
heating value of the coal gas produced by the oxygen-blown gasifier
is comparatively high, and the gas quantity produced by processing
coal is partial produced by an air blown gasifier.

In addition, in the dry coal feed system, since the coal is transported
by dry gas, the latent heat loss due to evaporation of water is nearly
eliminated and the water content in the coal gas is kept to a
minimum. As a result of the above, losses incurred during the process
of wet gas clean-up i. e. sensible heat loss of the coal gas, H,0 and

CO, losses are reduced. Therefore, a high heat efficiency system is
cxpected{2]. Fig3 Gasifier and

Heat Exchanger
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Fig4 Bird eye view of EAGLE Pilot Plant

CONCLUSIONS

This paper has described the present status of developments in the Power Plant as a part of the
developments on coal usage technology. The technology strives to achieve the same aim as clean coal
technology.
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INCREASING REACTIVITY OF ILLINOIS COAL FOR USE IN IGCC PROCESSES

Anthony A. Lizzio
Illinois State Geological Survey
615 East Peabody Drive
Champaign, IL 61820

Keywords: coal gasification, IGCC processes, gasification reactivity
INTRODUCTION

Integrated gasification combined cycle (IGCC) processes are expected to become an essential component
for energy production in the next century. 1GCC processes are able to utilize high sulfur coal and typically
achieve power generation efficiencies in excess of 40%. The Illinois State Geological Survey (ISGS) has
played an important role in the commercialization of IGCC technology in the Illinois Basin region [1]. A
400 ton test of Illinois coal initiated by the 1SGS and performed with Destec Energy, Inc. at the Dow
Chemical Plaquemine 1GCC facility [2] in 1990, showed for the first time that lllinois coal, a caking coal,
could be used effectively in this process. Continued use of 11linois coal at this facility, however, was not
possible since the sulfur recovery unit at this plant was designed for low sulfur coal. The results from the
400 ton test, however, were used to help design the The Wabash River Coal Gasification Repowering
Project in Terre Haute, IN, initially a joint venture between Destec Energy, Inc. and PSI Energy, Inc. and
currently owned and operated by Dynegy Corporation. This ongoing commercial demonstration began
operation in August 1995 and currently gasifies up to 2,500 tons/day of an Indiana coal to produce 262 MW
of power [3]. The Wabash River facility is the first of its kind to utilize bituminous coal having moderate
amounts of sulfur (1-2%). The sulfur in the coal is recovered as elemental sulfur, a saleable byproduct.

In the majority of IGCC processes (e.g., Texaco, Shell), coal is gasified in a one stage process atrelatively
high temperatures (1400°C) in an oxygen rich environment. In such a process, the coal delivered to the
gasifier is converted to gaseous products within seconds, therefore, the intrinsic reactivity of the coal is not
an imporant issue since mass transfer considerations dictate how fast the coal reacts. However, in a two-
stage process such as the one being commercially demonstrated by Dynegy, coal is also gasified at lower
temperaturcs (900-1000°C) in a most!; reducing atmosphere in the second stage gasifier. Leftover heat
from the oxygen blown gasifier is recovered in the second stage by gasifying additional coal, up to 30%
of the total feed. Since complete char burnout is rarely achieved in this second stage, the reactivity of the
coal fed into the second stage becomes an important process consideration. If partially reacted char from
the second stage is reintroduced into the first stage, this could lower the overall efficiency of the process
since high ash, low BTU char now replaces some of the low ash, high BTU feed coal. The development
of IGCC technology that utilizes a two stage process to gasify coal provides an opportunity to optimize the
reactivity of the coal added to the second stage gasifier. A more reactive coal and resultant char would lead
to higher levels of conversion in the second stage gasifier and more efficient operation. The use of more
reactive coals in IGCC processes should lead to even more efficient production of electricity [4, 5].

Proven methods for improving the gasification reactivity of coal include adding a catalyst, e.g., calcium,
to the coal. Preoxidation of coal may also increase its gasificationreactivity. Tar formation, whichhappens
to be detrimental to 1IGCC process performance, could be suppressed by preoxidation as well as by the
addition of calcium to the coal. The objective of this study [6, 7] was to evaluate and improve the
gasification behavior of Illinois coal for use in two-stage IGCC processes. This commercial application
precludes the use of alkali metal catalysts such as sodium or potassium since these may volatilize and
damage the gas turbines. In this paper, we discuss various methods to increase char reactivity through coal
preoxidation and/or addition of a suitable catalyst such as calcium or iron.

EXPERIMENTAL

Coal/Char Preparation

Coals were obtained from thc Illinois Basin Coal Sample Program (IBCSP) [8] and from selected coal
mines throughout Illinois. An Indiana coal currently being used in an IGCC two-stage gasifier was also
studied. Coal chars were prepared from these coals in a 2 in. ID horizontal tube furnace (N,, 900°C,
30°C/min, 0.5 h). After pyrolysis, agglomerated chars were ground with a mortar and pestle to a -100 mesh
particle size. Some coals were preoxidized in air at 225°C for [ h prior to gasification tests and/or catalyst
addition.

Catalyst Addition

Calcium (acetate) and iron (chloride) were added to as-received coal by ion-exchange (IE) at different pHs.
[E was conducted by shaking 250 mL of each metal solution with I g of coal for 24 h, after which the
samples were filtered and the solids submitted for metal analysis. Ca and Fe were added by IE at their
natural pH (5.5 and 2.0, respectively) or at pH = 10 by dropwise addition of NaOH. Gypsum was added
to 250 ml of H,0 containing 20 g of preoxidized coal and stirred at 60°C for 8 h. The pH of this mixture
was adjusted to pH=11.
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Coal/Char Gasification Reactivity

Two experimental procedures (isothermal and nonisothermal) were used to measure the gasification
reactivity of the char or coal. The specific char gasification reactivity (g C/g C/h) as a function of char
conversion (X.) in 1 atm CO, at 850-940°C was determined by isothermal thermogravimetric analysis
(TGA). The coal gasification rate as a function of time in 0.80 atm CO,/0.20 atm H,0 was determined by
nonisothermal TGA (25-1000°C, 100°C/min). A Cahn TGA (TG-131) was used to monitor changes in char
or coal reactivity with conversion or time. A typical isothermal experiment proceeded as follows. A char
sample (10 mg) was placed in a platinum pan suspended from the Cahn weighing unit and enclosed by a
Vycor hangdown tube. High purity nitrogen (99.999%) was introduced into the system (150 cm*min) and
allowed to displace for 0.5 h the air in the reaction chamber. After flushing the system with N,, the
temperature was raised to 120°C and held for 15 minutes to record the dry weight. The sample was then
rapidly heated (100°C/min) to the reaction temperature. Within 1 minute after reaching the setpoint, the
temperature stabilized and the initial weight was recorded. High purity carbon dioxide (99.999%) was then
introduced into the reaction chamber at the same flow rate (150 cm*/min). Sample weights were recorded
continuously at 30 s intervals until the run was terminated at 90-95% conversion. An ash determination
was made for each sample by switching from the reactant gas to oxygen at the reaction temperature.

RESULTS AND DISCUSSION

Char Reactivity

Figure 1 presents typical reactivity profiles (specific gasification rate, R, versus conversion, X.) for IBC-
101 char gasified in 1 atm CO, at 850-940°C. Activation energies calculated from the Arrhenius plots for
this char (Figure 2) increase slightly from 55.0 to 63.8 kcal/mol, well within values reported in the literature
[9] for coal char gasification in CO,. Thus, the reactivity profiles obtained for IBC-101 under these
conditions are considered to be in the chemically controlled regime and represent true variations in char
reactivity with conversion.

The gasification reactivities of chars prepared from nine of the twelve coals in the IBCSP were determined
in 1 atm CO, at 850 by isothermal thermogravimetric analysis. Chars were prepared in a tube furnace under
identical pyrolysis conditions (N,, 30°C/min, 900°C, 0.5 h) prior to the gasification tests. Figure 3 presents
reactivity profiles for these coals and two other 1llinois coals, Cedar Creek and Crown 11 coal, and the
Indiana coal. Figure 3 shows that the reactivities of IBC-103, IBC-105, IBC-106 and IBC-108 were
comparable over the entire conversion range, while IBC-101, IBC-107 and IBC-109 were most reactive and
the high ash IBC-104 char and Indiana coal were the least reactive. Cedar Creek coal having more than
twice the sulfur content (the more sulfur the better since sulfur can be recovered as a saleable byproduct),
but less ash than the Indiana coal, was more than twice as reactive as the Indiana coal char. Char made
from Crown 11 coal was nearly four times as reactive as the Indiana coal char. Another method of
measuring reactivity involving rapid heating (100°C/min) of the coal sample in a reducing atmosphere (80%
CO,, 20% H,0, 1 atm) was also used. The results from nonisothermal tests confirmed the order of
reactivity obtained from these isothermal tests.

Effect of Preoxidation

Perhaps the most cost effective way to increase the reactivity of bituminous coal would be to add oxygen
to it prior to gasification either by natural weathering or a low temperature oxidation treatment. A recent
study {10} has shown improved combustion performance for naturally weathered (oxidized) coals versus
deep mined (unoxidized) coals. The pretreatment of coal with oxygen is thought to promote the cross
linking reactions between aromatic units in the coal structure preventing their rearrangement during
pyrolysis (melting) and increasing the surface area of the resultant char, which could lead to an increase
in char reactivity [11]. Figure 4 presents reactivity profiles for several as-recéived and preoxidized coals.
Prcoxidation of IBC-102 and Cedar Creek coal results in little or no increasc in reactivity. Preoxidation
of the Indiana coal actually leads to a decrease in reactivity. Coal preoxidation also reduces the BTU
content of the coal, which would decrease overall process efficiency. Thus, coal preoxidation alone does
not appear to be a viable means to increase the gasification reactivity of these candidate coals for the
Wabash River gasification plant.

Catalyst Addition

Calcium and iron are appropriate catalysts for the strict corrosivity requirements of IGCC processes. Abotsi
et al. [12] recently evaluated the uptake of iron by coal particles dispersed in water. A surfactant, sodium
dodecylsulfate, was used to increase the dispersion and stability of iron loaded onto an Illinois #6 coal. Iron
loadings up to 3 weight percent were achieved. Adsorption of iron and calcium onto coal occurs through
exchange of the cations (Fc¢*?, Ca*?) with the protons on the carboxylic or phenolic acidic groups on coal.
The use of a surfactant promotes the dissociation of the surface functional groups, which creates a negative
charge on the surface of the coal. This will favor adsorption of Fe*? through electrostatic interaction
between Fe*? and negatively charged active sites. Practically speaking, efficient catalyst adsorption and
dispersion in the coal would need to occur during transport of a coal-water slurry to the gasifier.
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The effects of calcium and iron on the gasification behavior of Itlinois coal were examined. Calcium and/or
iron were added to IBC-101, Crown II, IBC-102, and Indiana coal by ion exchange at various pHs (2.2, 5.6
and 10) to determine to what extent these catalysts would impact char reactivity. Figure 5 presents
reactivity profiles (conversion versus time) for Ca- and Fe-catalyzed IBC-101 chars gasified in 1 atm CO,
at 850°C. When Ca is added by IE at pH = 10, there is a three-fold increase in reactivity. Iron added by
IE at pH = 2.2 (natural pH) is seen to have little impact on reactivity. On the other hand, Fe added by IE
at pH = 10 increases reactivity by more than a factor of two. These results indicate the importance of using
an alkaline medium for preparing Ca- and Fe- catalyzed coals by IE. To the best of our knowledge, no one
has shown that adjusting pH during catalyst loading can enhance subsequent reactivity of the catalyzed
char. Figure 6 presents reaetivity profiles for Crown II coal chars gasified in 1 atm CO, at-850°C. The as-
received Crown II coal was our most reactive Illinois coal (Figure 3). When Ca or Fe is added to this coal
by IE (at pH = 10), char reactivity again increases by more than a factor of two. The reactivities of these
coals prepared at their natural pH (either 5.6 or 2.2) are significantly lower than those at pH = 10, consistent
with results obtained for the catalyzed IBC-101 coals (Figure 5). Figure 6 presents reactivity profiles for
the Indiana eoal char. Addition of Ca and Fe at pH = 10 leads to only a slight increase in reactivity.
Addition of Ca at its natural pH (5.6) actually decreases reactivity. These results indicate that Illinois coals
are not only more reactive than the Indiana coal, but also respond better to the catalyst treatments perhaps
due to a more favorable surface chemstry, i.e., greater amount of carbon-oxygen groups that facilitate ion-
exchange betwen the catalyst and the carbon surface.

Effect of Coal Preoxidation on Catalytic Activity

Crown Il and IBC-102 coal were preoxidized prior to catalyst addition to determine the effect, if any, of
preoxidation on catalytic activity. Although preoxidation in itself was not an effective means to increase
char reactivity (Figure 4), coal preoxidation prior to catalyst addition by IE would likely provide additional
ion exchange sites for calcium or iron to react with. The coal samples were preoxidized by exposure to air
at 225°C for 90 min before catalyst addition by ion exchange using calcium acetate. Figure 8 shows the
effects of preoxidation and pH on reactivity profiles of Ca-catalyzed 1BC-102 chars gasified in 1 atm CO,
at 850°C. The reactivity of preoxidized IBC-102 coal is similar to that of the as-received coal. When Ca
is loaded by IE at pH = 11 the maximum rates for both the Ca-catalyzed raw coal and preoxidized coal
chars (between 6.5 and 8.3 g/g/h) are significantly higher than that of the raw coal (1 g/g/h). The increase
in reactivity is more pronounced for the preoxidized sample (8.3 g/g/h). Both Ca-catalyzed chars maintain
the high reactivity over most of the conversion range (X, =0.15 - 0.80). In addition, the Ca-catalyzed chars
prepared at their natural pH (5.6) was not as reactive as the one prepared at pH = 11 indicating once again
the importance of pH during catalyst preparation.

Figure 9 shows the effects of preoxidation and pH on the reactivity profiles obtained for Ca-catalyzed
Crown II chars gasified in 1 atm CO, at 850°C. The preoxidized Crown II coal was less reactive than the
as-received coal. When Ca is loaded by IE at pH = 11 on the as-received and preoxidized Crown II coal,
the gasification rates of both chars increase dramatically. The Ca-catalyzed preoxidized Crown II char
maintains its high reactivity to higher levels of conversion eompared to the Ca-catalyzed as-received coal
indicating better dispersion of the catalyst in the preoxidied sample. The increases in reactivity are not as
dramatic when the catalyst is loaded at its natural pH = 5.6, which is consistent with the trends observed
for IBC-102 coal (Figure 8). From the data presented in Figures 8 and 9, it appears that oxidation of the
coal prior to catalyst addition had a positive effect on the reactivity of both 1BC-102 and Crown Il coals.
Figure 10 shows non isothermal reactivity profiles for raw, preoxidized, Ca-catalyzed raw, and Ca-
catalyzed preoxidized IBC-101 coal. Less volatile matter is given off during the pyrolysis stage (24-45
min) for the preoxidized coal and the reactivity of the raw and preoxidized chars are comparable (56-68
min). The Ca-catalyzed chars begin to gasify at a much earlier temperature (about 200°C) than the
uncatalyzed chars. The catalyzed preoxidized char produces less volatile matter during the pyrolysis stage
than the catalyzed raw coal, which would be expected based on the reactivities of uncatalyzed raw and
preoxidized chars.

Use of Gypsum as a Catalyst Precursor

Although calcium acetate is an effective eatalyst precursor, its cost may be too high to justify its use in
IGCC processes. We also attempted to load calcium onto Crown Il coal by ion exchange using gypsum
(calcium sulfate) instead of calcium acetate. Figure 11 shows clearly the catalytic effect imparted by
gypsum to preoxidized Crown 11 coal at pH = 11. This result was rather unexpected given the relatively
low solubility of gypsum in water (2 g/L) versus calcium acetate (> 80 g/L). Gypsum-catalyzed char is
about one half as reactive as calcium acetate-catalyzed char and several times more reactive the the
preoxidized coalchar. One would expect very little increase in reactivity based on the solubility of gypsum,
however, it appears that a significant amount of calcium was incorporated into the coal. This probably
occurs because gypsum continues to solubilize as calcium is ion exchanged onto the coal, thus maintaining
a sufficient driving force for the ion exchange process. This so-called "shuttling” of calcium from gypsum
to coal leads to substantial loadings of calcium given a sufficient amount of time. An increase in the
amount of soak time from 8 h to say 48 h as well as optimizing pH of the solution could further increase
calcium loadings achieved by gypsum. Figure 12 presents non isothermal reactivity profiles for gypsum-
catalyzed chars prepared at pH = 5.6 and pH = 11. The catalyzed coal prepared at pH = 11 is significantly
more reactive than the raw coal or catalyzed coal prepared at pH = 5.6. Volatile matter production of the
pH = 11 char during pyrolysis is also noticeably less than that of the other two chars. The effects of pH (11
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versus 5.6) and catalyst precursor (gypsum versus calcium acetate) on the reactivity of Crown II coal char
are shown in Figure 13. Calcium acetate loaded coal is still more reactive than gypsum loaded coal.
Perhaps an increase in soak time and/or a more suitable pH will narrow the gap between CaSO, and CaAc.
Figure 14, shows the effect of calcium precursor on so-called tar formation or volatile matter evolution.
Gypsum catalyzed coal produces significantly less volatile matter (part of which is comprised of tars) than
the calcium acetate loaded coal

Possible benefits to be derived from using gypsum instead of other catalyst precursors include: 1) a cheap,
readily source of catalyst is made available, 2) a new use is found for gypsum, a coal combustion by-
product, 3) sulfur from the gypsum could be recovered as a valuable by product in post gasification cleanup
processes, 4) calcium oxide would be converted to calcium carbonate, thus reducing emissions of carbon
dioxide from the gasifier, and 5) calcium would suppress tar formation, which is detrimental to the
performance of some gasifier systyems. Dynegy adds limestone to the coal water slurry prior to
gasification to improve the slagging behavior of the ash. The limestone, however, is essentially inert with
respect to increasing reactivity. Along these same lines, SASOL, the operator of the largest single train
gasification plant in the world, is experimenting with adding catalysts to their feed coal to increase coal
throughput in their process [13]. SASOL is using a waste stream from a power plant that contains low
concentrations of calcium and sodium as the catalyst precursor solution. Note that the calcium originates
from gypsum present in the power plant waste water. An up to three-fold increase in reactivity was
observed when their feed coal was allowed to soak in this solution [13]. SASOL operates eighteen fixed-
bed Lurgi gasifiers to produce chemicals by Fischer-Tropsch synthesis.

Potential Use of [llinois Coal in IGCC Processes

Table 1 presents key gasification properties of both Illinois and Indiana coals. The % ash, % sulfur, heating
value of some of the more promising coals in these two states shows that several Illinois coals have more
favorable properties than the Indiana coal presently being gasified at the Wabash River gasification plant.
Cedar Creek coal apparently has the most favorable combination of properties with respect to ash content
(6.00%), sulfur content (3.8%) and heating value (12,271 BTU/Ib). Table 1 also lists the gasification rates
at 20% char conversion in 1 atm CQ, at 850°C. The Crown 2 coal is seen to be most reactive Illinois coal,
while Pattiki is the least reactive. The Indiana coal is the least reactive among all the coals listed. Another
important property of the coal is its T, value, which is based on the composition of the ash and gives a
good indication of its slagging behavior. These values have been calculated for each coal using a graphical
correlation [14] and are also listed in Table 1. Any coal having a T,s, value less than 2350°F can be gasified
without having to add limestone. Dynegy typically adds limestone to their coal/water slurry feed to modify
the slagging behavior of the ash. If little or no limestone needs to be added, a significant savings in
operating cost could be realized. It is interesting to note that the T,,, of the Industry mine coal is less than
2150, which is quite favorable for use in the Wabash River IGCC process. It is also important that the
mineral matter content of the coal feed be as low as possible. Low ash coal means less waste disposal; less
energy is required to heat the coal since ash also contains water that needs to be vaporized. The sulfur
content of the Indiana coal is relatively low (1.71%) compared to what would work best in the sulfur
recovery system. A coal with twice the sulfur content would be easily handled by the Dynegy system.
Several tests with coals other than the one presently being using are planned in the near future. The coals
to be tested, however, have not been decided. High sulfur (6%) petroleum coke is also being tested.

Table 1. Comparison of Illinois and Indiana coals.

%ash %S TueCF) R, () BTU/b? FSI

Illinois coals

IBC-101 10.40 4.40 - 0.25 10,764 38
IBC-106 8.90 3.80 - 0.13 11,796 4.3
IBC-112 10.80 2.80 - - 12,425 6.5
Crown 2 872 4.4 2,500 0.35 11,022 35
Industry Mine 7.07 3.58 <2,150° 0.16 11,500 2.5
Cedar Creek 6.00 3.68 <2,630° 0.16 12,271 3.0
Monterey 2 9.63 420 2,500 0.14 11,183 4.0
OldBen25 936 3.12 2,460 0.12 12,163 4.5
Pattiki 9.27 3.13 2,410 0.09 11,959 4.0
Eagle 2 9.57 3.32 2,420 - 11,867 45
Indianacoal 10.53 1.71 - 0.06 10,805 -

! char gasification rate at 20% conversion in 1 atm CO, at 850°C.

? corrected for equilibrium moisture.

? the predicted temperature is below the temperature of critical viscosity, thus the graphical correlation used
is not applicable, actual T?*® is less than the given temperature.
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SUMMARY

The goal of this study was to provide Dynegy Corporation (formerly Destec Energy) with sufficient data
to perform a large scale test with Illinois coal, either as received or modified by preoxidation and/or catalyst
addition. An analyses of thirty four coals obtained from active mines throughout Illinois showed that
several had lower ash content, higher sulfur content and heating value than the Indiana coal presently used
by Dynegy. The Indiana coal char was the least reactive of all the chars tested except one made from high
ash IBC-104 coal. An Illinois coal having considerably less ash (6.00%), more sulfur (3.68% S) and a
higher heating value (12,271 BTU/Ib) was about four times more reactive than the Indiana coal. Coal
preoxidation had minimal effect on gasification reactivity of llinois and Indiana coals. Coal reactivity was
enhanced by adding catalysts (Ca or Fe) under conditions simulating those of a coal/water slurry. Catalytic
effects were strongly dependent on the pH (> 10) of the ion exchange medium. Alkaline pH was found to
be most effective. Three- to five-fold increases in reactivities as a function of pH (2.2 to 10) were observed
for Ca- and Fe-loaded Illinois coals. Although coal preoxidation was not an effective means to increase
char reactivity, preoxidation of the coal prior to catalyst addition enhanced the reactivity of the Ca-
catalyzed coal by providing additional ion exchange sites. The use of gypsum (CaSQ,), a coal combustion
by-product, instead of calcium acetate (CaAc), as a catalyst precursor was studied. The reactivity of
gypsum-catalyzed char was signficantly greater than that of uncatalyzed char, but less than one prepared
using calcium acetate. The catalytic effect imparted by gypsum was surprising given that gypsum has a
relatively low solubility compared to calcium acetate. Further work is needed to modify and test Illinois
coals for use in IGCC processes. Binary catalyst systems, which have shown considerable promise in lower
temperature gasification systems may provide superior performance relative to equivalent loadings of a
single catalyst. Large scale tests need to be performed using ton quantities of optimized Illinois coal under
process conditions simulating those used in the Dynegy entrained flow gasifier. The possibility of using
Iilinois coal in other IGCC processes such as the one to be demonstrated at the Grand Tower Power Station
built in Southern Illinois [15] also needs to be examined.
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CHEMICALLY ACTIVE AEROGELS FOR HOT GAS CLEAN-UP IN A IGCC PROCESS
Uschi M. Graham and Gerald Thomas. University of Kentucky, Center for Applied Energy Research, 2540
Research Park Drive, Lexington, KY 40511 - 8410.

Abstract

To aid the development of IGCC technologies, the unique properties of aerogels were exploited to
research purifying systems for H,S, NO, and Hg that are durable and efficient. Aerogels can be used to
capture hot gases based on their high surface areas and great tendency to form composites with various
other sorbents or structural supports. Silica aerogels are at the heart of the study. Sol-gei synthesis
achieved chemically active silica aerogels which were used as structural supports for diverse catalysts
depending on the type of gases. Carbon aerogels are also included, focusing mainly on H,S (g)
sorption. Varying the nano- and microstructure of the aerogels and supported metal catalysts further
aids in the hydrogenation of CO; and selective catalytic reduction of NO,. Among the sol-gel compositc
materials applied in this study, those being composed of both organic and inorganic components
(organic-inorganic hybrid composites) are observed to have particularly strong affinities for mercury
thereby achieving an effective mercury control.

Keywords: aerogels, micro-structure, adsorption
Introduction

Today, coal supplies more than 55% of the electricity consumed in the United States, and it is likely to
remain the dominant source of fuel for electric-power generation well into the next century. Integrated
gasification-combined-cycle (IGCC) technology is one of the most promising new prospects for
electricity from coal to emerge in recent years. It is one of the cleanest methods of generating coal-fired
electricity. Rather than burning coal directly, the IGCC technology begins by converting the coal into a
combustible gas. The gas itself can be stripped off its impurities, a process capable of reducing about
95% of the sulfur in coal. In addition the technique removes about 90% of the nitrogen oxide pollutants.
Because of the IGCC's higher efficiencies in producing electricity compared with conventional coal
power plants, a given amount of fuel will produce correspondingly less greenhouse gas leading to a
reduction of carbon dioxide gas by at least 35%. However, the gasified coal also contains sizable
quantities of hydrogen sulfide (H,S), a rather toxic gas that also has undesirable corrosive effects on the
pipes and turbines. Various sulfidation mechanisms have been suggested during the absorption of
H,S(g) by bulk sorbents, or by a novel concept mvolvmg the conversion of H,S(g) to Hy(g) and
elemental sulfur by applying electrochemical membranes. '

Previous studies demonstrated different ways of cleaning the acid gas emissions prior to burning in a
combustion turbine, including SO;, NOy and CO, by convemng them into marketable commadities
including sulfur, sulfuric acid, gypsum and fertilizers.” Although the bulk of the pollutants can be
effectively controlled, there is still much uncertainty over the technically most effective approach for
controlling mercury emissions and also on how to capture those small amounts of resndua] H,S(g) which
escaped from the primary recovery phase.

The dominant source of anthropogenic mercury emissions in the United States is derived from coal smce
convenuonal particulate control devices can not capture mercury in either of its gaseous forms (Hg ;

g%*X) effectively. The Environmental Protection Agency (EPA) estimated that mercury from power
plants accounts for 45 % of the total 158 tons/yr.’ Durmg coal gasification mercury is completely
volatilized and a promising approach for mercury control is the injection of an effective sorbent. New
IGCC technologies need to address an effective mercury control and previously obtained data for
mercury sorbent developments designed for coal fired boilers provide a vast source of information. **
Recent findings * indicated a poor sorbent performance of mercury on activated carbon substrates in the
presence of the acid gases SO,, HCI, NO, and NO,, a typical gas mixture always to be expected during
gasification of coal. The interaction of SO, and NO, was observed to be pamcularly detrimental on the
sorbent performance. For example NO; in a simulated flue gas inhibits Hg (g) adsorption on activated
carbon but promotes the formation of Hg?*X (e.g.; X corresponds to Cla(g) or O(g); mercuric solids are
possible in the presence of sulfate and sulfide) instead which occurs at NOz(g) concentrations as low as
20 ppmv . Although the mechanisms of the mercury-sorbent interaction in the presence of SO, and
NO; are not understood it is known that the Hg'(g) typically is converted to a volatile oxidized form and
it is suggested that the sorbent's oxidized surfaces catalyze the reaction. *° Since the IGCC technology
helps eliminate fly ash emissions completely, the interactions between Hg "X and fly ash particle
surfaces and, hence, any respective surface-catalytic effects typically occurring during flue-gas/fly ash
interactions can be neglected for the purpose of this investigation. Experimental results from the
sorbent-mercury-flue gas interactions may be extrapolated to the IGCC system.
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In the case of mercury, carbon sorbents have been used with varying success because of the interfering
reactions mentioned earlier. However, in case of H,S(g), carbon sorbents offer excellent recovery
potential from the hot flue-gas stream even under a wide range of different operating conditions. It has
also been suggested that the carbons may be used as an active support for either copper or zinc oxides to

further enhance the sorption process. '® Instead of injecting activated carbon as a sorbent in a IGCC

system this study focuses on the unique properties of advanced aerogel materials.

Objectives

Experiments are performed to capture both mercury and hydrogen sulfide, but not necessarily on the
same aerogels. The overall objective is to identify conditions for effective capture using chemically
active aerogels (and aerogel composites). Applications for aerogel materials include additives for
advanced composite materials, such as more reactive sorbents. It is the study's primary objcctive to
observe the affinity of chemically enhanced aerogels towards capturing gaseous mercury species even in
the presence of a typical flue gas mixture including NO; and SO,. Another approach focuses on
scrubbing dilute quantities of H,S(g).

Materials

Acrogels are highly porous, semi-transparent metal oxide materials. They are very light (the
lightest have a density of only 3 times that of air, i.e. 0.003 gcms) and are characterized by excellent
heat resistance (up to 800 °C), an important property allowing us to use aerogels to clean hot flue gas
emissions. They have extremely high surface areas (600-1000 m%,) and are the product of supercritical
drying of a sol-gel produced alcogel. ' * '* The combination of their properties makes them attractive
for a number of reasons to be used in the adsorption and safe storage of pollutants from IGCC processes.

1-12

A thorough review of the sol-gel process used in this study, describing the transition of a system from
liquid, mostly colloidal, into a solid gel phase can be found elsewhere. 117 In general, the sol-gel
chemistry is based on the hydrolysis and condensation of metal atkoxides M(OR)z. These reactions can
be generalized as follows:

MOR + H,0 -> MOH + ROH [hydrolysis]

MOH + ROM > M-O-M + ROH [condensation]

The silica aerogel pore network can be characterized by an open-pore structure. The flue gas can flow
from pore to pore, and eventually through the entire aerogel. It is this property that makes aerogels
effective sorbents for gas phase infiltration and reaction. Although the silica aerogels possess pores in
the micro, meso, and macro size range, the majority of the pores fall in the mesopore regime (diameters
between 2-50 nm). The earbon aerogel also has predominantly meso pores with a slightly larger pore
radius and pore sizes >100 nm. The pore size distribution of the silica and carbon aerogels used in this
study are shown in Figure 1.

Pore Radius of Aerogels
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Figure 1 illustrates the distribution of pore radius for a silica aerogel (solid curve) and for a carbon
aerogel (dotted curve).

Carbon aerogels are composed of covalently bonded, nanometer-sized particles that are arranged in a 3-
dimensional network. Unlike conventional carbon blacks that are produced from gas phase reactions,

707



these materials are derived from the sol-gel polymerization of selected organic monomers in solution,
After the solvent was removed, the resultant organic aerogel was pyrolyzed in an inert atmosphere at
600 ° C from 45 minutes to form a carbon aerogel. This material has high porosity (>50%) due to pores
that are less than 100 nm in diameter (see Figure 1). Unlike activated carbon powders, the carbon
aerogels have high surface areas (ranging from 400-1000 mz/s) which are inherent to the sol-gel process
and do not depend on "activation" procedures. A characterization of the primary particles that make up
the aerogel network shows that they are composed of nanocrystailine, graphite-like ribbons that are
intertwined to form the particles. Another very important distinction from other high surface area carbon
powders is that carbon aerogels have oxygen free surfaces that can increase their effectiveness in some
applications, particularly in the presence of NO; and SO, in a typical hot flue gas mixture. The
gaS/Vagor adsorption method was used for determining this study's aerogel surface areas (silica acrogel:
980 m*/g and carbon aerogel: 750 m /g)

Sample Preparation:

Aerogels are ideal for use in composites where the silica aerogel makes up the substratc and additional
phases are added during sol-gel processing. This study used three different kinds of added materials into
the silica sol-gel. The first test included spheres of preformed carbon aerogels. The second test involved
a porous activated carbon (NORIT) and the third test uses a reducing gas to modify the aerogel
composites formed in tests one and two. This procedure allows fabrication of chemically altered aerogel
materials that also retain their structural integrity. The aerogel materials produced using this technique
typically exhibit a variety of unique properties, such as enhanced chemical activity.

Experimental Setup and Discussion of Results

Mercury adsorption test on aerogels.

Mercury in a flue-gas stream is present only in trace quantities (5-12 p.g/mj) and this study focused on
using 10 ug/m® at the inlet valve. The aerogel material was finely distributed on a silica filter and packed
in a quartz-glass reactor (both have negligible surface areas compared with the aerogel). A mercury
analyzer (Semtech 2000) was utilized to measure Hg® (%) on a continuous basis for up to three hours.
The proportions of the different species, Hg? (g) and Hg"*X(g) in the IGCC system are not understood
and, therefore, the experiments were repeated and total mercury at the outlet was monitored afier
?assing the exiting gas over a SnCl, reducing unit (as was done successfully in related mercury studies
). Sorbent mass (for different acrogels) was set to range between 10-100 mg which is well beyond the
range where mass transfer might be of concern, however, the pure aerogels have extremely low densities
while the composites (aerogel plus active carbon) assume ‘greater densities depending on the carbon
loadin ]g ratios. A significant sorbent/mercury mass ratio of at least 1000/1 requires a minimum of 10
mg/m’ of sorbent. The transport of mercury species to the aerogel's active surface sites was facilitated
using a typical flue gas mixture (Table 1) containing ~ 7 % H>O vapor. Due to the elevated temperatures
of the experiments (120-250 °C) the aerogels will not absorb any moisture. As the samples cool,
however, the surfaces, which are covered with hydroxyl groups (~ 5 -OH/nm?) tend to exert strong
hydrogen-bonding effects, causing the surfaces to act hygroscopic and handling procedures become
more difficult. Although the aerogels's tendency to attract water can be eliminated through simple
treatment with trimethylsilyl /or other non-polar aliphatic groups (-OR), this study preferred the
presence of the polar acidic counter parts for the inorganic fraction of the aerogel composites.

Results of the mercury adsorption onto different aerogels are summarized in Table 2. In general, after a
maximum of three hours of exposure time of the simulated hot flue gas (see flue-gas; Table 1), the
chemically active silica aerogel (AERO-I), which had been pretreated with a reducing gas (Hy),
adsorbed 92 % of the total mercury (58 % after 30 minutes exposure). The aerogel composite utilizing
the NORIT activated carbon product (AERO-II) adsorbed 43 % of the total mercury after 3 hours and
less than a third of that amount after 30 minutes. Without the SnCl, reducing unit, onty 17 % of He'(g)
was detected after the maximum exposure time suggesting that the majority of the mercury was oxidized
by the sorbent interaction. Without chemically activating the silica aerogel, the active carbon/aerogel
composite functioned predommamly as a catalytic surface to oxidize the Hg’ (8)_(even without the
presence of chlorine species to form the thermodynamically most stable form of Hg?"X(g)), but did not
have excellent sorption capacity for the mercury as did the AERO-I. The third aeroge! utilized in this
study (AERO-III), which was also prepared as a composite, but incorporated a carbon aerogel rather
than the activated NORIT, had good sorption capacity towards mercury, adsorbing 71 % of the total
inlet mercury concentration after 3 hours (54 % after 30 min.). However, the overall capacity was
somewhat less compared with the chemically active silica aerogel (AERO-1). This study suggests that
the difference in oxygen concentration on the surfaces of the NORIT carbon and carbon aerogel may
significantly influence the converston reaction of Hg’(g) to Hg?X(g) and the dominant species for
chemisorption seems to be Hg
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Table 1 Flue-gas used in Hg tests Table 2 Results for Hg adsorption on aerogels*

Carrier Flue Gas % vol Sorbent Hg adsorption
__Type. 30 min 180 min
H,O 7 AERO-I 58 % 92 %
S02 1000ppm
NO2/NO 1000ppm AERO-II 11 % 43 %
N2 Difference
co2 12 AERO-II1 71 % 54 %
02 6
Hg (10 p.g/ml) * Table 2 shows mereury adsorption expressed as pereent
of the total Hg removed from the system after exposure
time.

H,8(g) adsorption tests on aerogels

The combination of in-situ desulfurization (50-60% desulfurization degree) and external desulfurization
(completion until >90% sulfur capture) offers an attractive practical solution for hot sulfur abatement in
IGCC systems. Work on the use of injected sorbents for in-situ gas desulfurization showed that for
sorbent particles injected at high temperatures (1650°C), CaO for example preferably reacts with the
silicate phase typically present in coal slag instead of the H,S present in the gas phase. Besides carbon
based sorbents, various metal oxide sorbents, either ZnO-based or CuO-based, as well as mixed metal
oxides (binary and tertiary combinations) have been compared in previous works. ' In this study the
H,S was carried to the aerogel sorbent using a carrier gas (Table 3) that had a composition similar to that
typically present in a 1IGCC system after the majority of sulfur had already been pre-scrubbed (recovered
as value-added products). The simulated gas was enriched with 1000 ppm H,S for the tests and the
temperatures of the runs were fixed at 800 ° C. Results are summarized in Table 4.

Table 3 Carrier gas for H,S Table 4 Results for H;S adsorption on aerogels
Carrier gas Yvol
Sorbent H,S adsorption
__type.
H2 305
co 395 AERO-1 NA
COo2 108 1
H2S 1000ppm AERO-II complete after | h
N2 Difference AERO-III complete after 10 min.
H20 1.5
T°C 800 °C

The chemically activated silica aerogel (AERO-1) was not used for the H,S(g) adsorption tests. The
aerogel composite with the NORIT carbon (AERO-I1) had excellent adsorption capacity with all of the
H,S(g) being captured after 1 hour exposure time. The carbon aerogel-composite (AERO-III) had much
faster reaction rates compared with the NORIT carbon and complete H,S(g) capture was observed after
only 10 minutes exposure time. Although both kinds of sorbents have excellent capacities, the
mechanisms that control capture in the case of the carbon aerogel (AERO-III) are superior due to the
rapid kinetics. To better understand the sorbent performance, experiments are required to further
determine sorption rates as a function of reactor conditions.

The final experiment involved both mercury and H;S(g). The AERO-III that was first used to chemisorb
H,S(g) was cooled to 200 ° C and then a flue-gas enriched in 10 pg/m’ mercury was passed over the
sorbent. The H;S molecules which had chemisorbed onto the acrogel composite (this study was not able
to tetl whether the H,S molecules attached to the silica surfaces, or to the carbon surfaces, or both)
reacted with the mercury to form Hg$ crystallites which can be seen in a high resolution SEM shown in
Figure 2.
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Figure 2 illustrates a high resolution SEM of the aerogel composite AERO-1II after adsorption cycles
involving first H,S sorption at 800 ° C and, after cooling to 200° C, a second adsorption cycle with a
typical flue gas enriched in mercury was performed. The dark circles represent sites where HgS
nucleated and grew within the composite AERO-111.

Synopsis .

Ideally, new IGCC technologies provide electricity while conforming to the strictest air-quality
requirements and there is a driving force to find new and enhanced sorbents. Aerogel composites
through sol-gel processing including silica and carbon based aerogels were shown to have excellent
potential to adsorb both mercury and H,S(g) and future experimental work needs to focus on optimizing
the conditions at which these sorbents could become economically feasible.
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HOT GAS DESULFURIZATION WITH Z-SORB® SORBENTS
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Introduction

Originally designed as a sorbent for tail gas cleanup [1], Phillips Z-Sorb® Sorbent has found
application for the removal of hydrogen sulfide from the fuel gas that is generated in a clean coal
process. For the latter technology, previous fixed bed sorbents have shown poor mechanical stability due
to spalling when adsorbing hydrogen suifide in reducing gas atmospheres or when being regenerated
over many cycles [2].

Bench scale fixed-bed tests conducted at the Morgantown Energy Technology Center showed that Z-
Sorb® sorbent performed better than zinc titanate [3,4]. The performance of the sorbent in a moving-bed
application at General Electric was very encouraging [5]. The sorbent flowed well, H2S was reduced to
less than 50 ppm at the absorber outlet over long periods and post-test analyses of the sorbent indicated

.very low sulfate levels at the regenerator exit. The fluidizable version of the novel sorbent was initially

tested in Research Triangle Institute's high temperature, high pressure, semi-batch, fluidized-bed reactor
system [6]. In a life cycle test consisting of 50 cycles of sulfidation and regeneration, this sorbent
exhibited excellent activity and regenerability. The sulfur loading was observed to be 90+ percent of the
theoretical capacity. The sorbent consistently demonstrated a sharp regeneration profile with no evidence
of sulfate accumulation.

Tests with Z-Sorb® sorbents for desulfurization of coal derived gases were conducted at moderate
pressure (507-2027 kPa) and a broad range of operating temperatures (315-540°C). Earlier studies
emphasized the upper end of this temperature range since it is proposed for most gasification projects [4,
7, 8]; other studies have shown the new sorbent formulations operate at lower temperatures (315-425 °C)
[1, 4, 9]. These sorbents fulfill the requirements of long term sorbent reactivity, chemical/mechanical
stability and attrition resistance.

This paper will provide a summary of the performance of Phillips proprietary Z-Sorb® sorbents at a
number of test locations in the United States and Europe. Project participants working with Phillips in
this study have been the M. W. Kellogg Company, General Electric (GE), Research Triangle Institute
(RTI), Morgantown Energy Technology Center (METC) and members of the European Coal and Steel
Community (ECSC).

Sorbent Characteristics

A sorbent for hot gas desulfurization must demonstrate high chemical reactivity, as measured by the
rate of sulfur absorption and the sulfur loading capacity, and physical integrity. In addition, for fluidized-
bed/transport reactor operation the sorbent must also have good fluidizing characteristics and mechanical
strength characterized by low attrition losses. Phillips Petroleum Company has developed suitable
sorbent for each of the reactor types currently being developed for the hot gas desulfurization
technology. Extruded, spherical, and granular Phillips sorbent formulations are now available for fixed-
bed, moving-bed, and fluidized-bed/transport reactor systems, respectively. For fixed-bed reactor the
sorbent used was in an extruded form consisting of 1/8" pellets having a bulk density of about 1.0 g/cc.
A fluidized version of Phillips’ sorbent had an average particle size of 175 micron, a particle size range
of 50-300 micron and an apparent bulk density of 0.90-1.00 g/cc. For a moving-bed reactor, a spherical
sorbent with an average pellet diameter of 4.1 mm and bulk density of 0.96 g/cc was used.

Bench/Pilot Scale Testing

Phillips Petroleum Company has conducted extensive testing of its proprietary Z-Sorb® sorbent with
several research partners in the United States and Europe. Table I summarizes the important parameters
from each of these tests. The data reveals a number of facts. It is evident that this sorbent has a high
chemical reactivity for sulfur capture. Generally, a sulfur loading of 15-20 wt% is easily achieved. The
most striking feature of this sorbent was its high efficiency for sulfur removal with a very sharp
breakthrough. Removal of sulfur in various fuel gases to less than 10 ppm under most conditions and
perhaps close to zero ppm under some conditions has been demonstrated [4, 10-15). The data presented
in Table I also show that sulfur removal ability of this sorbent is totally unaffected by the gas
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composition. The sorbent appears to be effective in removing sulfur from a broad composition range of
fuel gases produced by different types of gasifiers ranging from KRW to Shell.

The application of Z-Sorb® sorbent in removing sulfur from authentic gasifier product gases
generated from biofuel/brown-coal was investigated by TPS Termiska Processor AB (Sweden). Of the
various commercially available sorbent tested, this study found Z-Sorb® sorbent to be the most
promising. The sorbent reduced the sulfur content in the effluent stream to below 10 ppm and fully
reactivated after desorption at steam concentrations up to 15% at pressures up to 20 bar. Z-Sorb®
sorbent was also less sensitive to steam concentration than a zinc titanate sorbent, ZT-4 [ 11 ].

Recent work with modified formulations suggests the sorbent temperature application range can be
expanded to include the lower temperatures (260-430 °C) used for moderate temperature gas cleanup.
Our research found that zinc oxide-based sorbents are effective in desulfurization above 315 °C. Even at
temperatures of 315-430°C the sulfur capacity retained forty to fifty percent of a typical value obtained
at higher temperatures, such as 540°C. Figure 1 gives the bench scale test results for the temperature
dependence of the sulfur loading capacity of Z-Sorb® sorbent. These runs were done at atmospheric
pressure with 4.2% H,S in CO,/N, and a gas hourly space velocity of 1440 h *!. The sorbent was a fluid
bed material. Sulfur loadings of 6-22 wt% in the temperature range of 315-650 °C are quite suitable for a
variety of processes currently under development in the Integrated Gasification Combined Cycle (IGCC)
program. We also have Thermogravimetic Analysis (TGA) reactivity data that amplify these results.
Figure 2 presents the chemical reactivity of a fresh sorbent exposed to simulated coal gases at different
temperatures. There is a slight fall-off in sulfur loading as the temperature of absorption is reduced from
540 °C to 370 °C, but the rate at which hydrogen sulfide is absorbed does not suffer as much.

In the long-term bench testing at Phillips Petroleum, the sulfur loading capacity of Z-Sorb® sorbent
was found to remain high over a large number of cycles. Figure 3 shows the remarkable performance of
an extruded, fixed-bed formulation at an absorption temperature of 430 °C. For nearly 700 cycles of
absorption and regeneration, the loadings remain at a high level, starting at 14% and ending at 8%. For
most of the cycles, the sorbent picked up at least 10% sulfur, which is 50% of the theoretical loading.

Problem of Sulfate Formation

One of the major concems in developing regenerable sorbent is formation and accumulation of
sulfates in the sorbent during multi-cycle use. Accumulation of sulfates is not desirable as it not only
affects the sulfur removal efficiency of the sorbent, but in some cases, for example in zinc titanate
sorbents, it has been shown to cause spalling of pellets resulting in fatal failures during process.
Although, this problem is not prevalent in Z-Sorb® sorbents as the total sulfur content in the regenerated
samples is normally less than 0.5 weight percent, we investigated the regeneration step in detail to
examine conditions for the formation of sulfates. Thermogravimetric analysis was used to investigate the
regeneration kinetics of a single pellet of sulfided Z-Sorb® sorbent and corresponding x-ray
photoelectron spectroscopy (XPS) analysis of the regenerated pellet was performed. A sulfided sample
was used for this analysis. It had about ten weight percent sulfur on it. As drawn in Figure 4, the weight
loss curves for a single pellet regenerated at different temperatures from 480 °C to 755 °C indicate that
480 °C and 540 °C are ineffective in completely regenerating the sulfided absorbent. In fact, the sample
at 480 °C gained weight. XPS measurements in Figure 5 agree on this point. The binding energy data of
sulfur from XPS reveal a large amount of sulfide sulfur and sulfate sulfur on the sample after
regeneration at 480 °C. Apparently, zinc sulfide converted to zinc sulfate, thereby increasing the weight
of the sample. The 540 °C sample showed lower sulfide and sulfate sulfur, but there still was sufficient
sulfide to show that regeneration was incomplete. By 565 °C, there was no sulfide left, and by 755 °C,
there was no sulfate left. This finding is in agreement with the decomposition temperature of zinc
sulfate, which is 740 °C [15].
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ABSTRACT

Experimental studies are conducled to investigate the flame stability and the thermal/fuel NOx formation
characteristics of the low calorific value (LCV) coal derived gas fuel. Synthetic LCV fuel gas is produced
by mixing carbon monoxide, hydrogen, nitrogen and ammonia on the basis that the thermal input of the
syngas fuel into a burner is identical to that of natwal gas. The syngas mixture is fed to and bumt with air
on flat flame burner. With the variation of the equivalence ratio for specific syngas fuel, flame behaviors
are observed to identify the flame instability due to blow-olT or flashback and to define stable combustion
range. Measurements of NOx content in combustion gas are made for comparing thermal and fuel NOx
from the LCV syngas combustion with those of the natural gas one. In addition, the nitrogen dilution of
the LCV syngas is preliminarily attempted as a NOx reduction technique, and its eﬂecl§ on thermal and

fuel NOx production are discussed.

INTRODUCTION

Integrated Gasification Combined Cycle(IGCC) is emerging as a nex(-generation coal-based power
plant because of its low fuel cost, compelitive capital cost, high thermal efficiency and superior
environmental performance. However, the gas fuel for gas turbine combustion in 1IGCC power plant is
produced through oxygen-blown coal gasification and gas clean-up processes, so it is composed mainly of
hydrogen, carbon -monoxide and nitrogen that result in low calorific value of the fuel, 1/4-1/5 times

smaller than the natural gas. In addition, due (o high content of hydrogen in fuel, the LCV coal derived
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gas shows very fast burning velocity, chemical reaction rate and high flame temperature(1]. As the

consequence, flame instability can hardly be avoided in premixed combustion and NOx formation rate
becomes much higher than in the natural gas case. [or this reason, the most of combustion tests for LCV
coal derived gas are conducted on the diffusion type burners incorporating with nitrogen and/or steam
dilution for NOx control[2,3] while premix bumer technology being at the first stage of development.
Therefore, for (he efficient premixed combustor in IGCC power plant, fundamental characteristics of
combustion stability and NOx emission of the LCV fuel gas need to be investigated and would be useful
in providing engineering guidelines for future R&D of TGCC gas turbine combustor. In the present
experimental study, coal gas burner system is conslructed with the flexibility in varying various fuel
composition and equivalence ratio conditions, and flame behavior and stability of the coal gas are

observed and furthermore thermal and fuel NOx emission values are measured.

EXPERIMENTAL RESULTS AND DISCUSSIONS

As shown in Fig.1, experimental apparatus is comnposed of fuel/air feeding , premix burner and gas
sampling/analysis systems. LCV fuel gas is simulated as synthetic gas that is produced by mixing carbon
monoxide, hydrogen, nitrogen and ammonia. The syngas is premixed with air, fed to and burnt on flat
flame bumer with porous bronze water-cooled plate to produce uniform velocity distribution, and the
burner does not employ the annular stream of inert gas as depicted in Fig.2. Flame behavior picture is
recorded by using CCD/digital camera and image processing unit, and the NOx emission of sampled

cxhaust gas is analyzed.

Piesswe Gage Samplng Line

Flowrmeter

Image
Caphas

On/Oll
Valve

®
@0
@l

Qretmom

Fig.1 Schematic Diagram of Experimental Apparatus Fig.2 Flat Flame Burner

Before syngas combustion tesl, a reference experiment is carried out with natural gas fuel of the
constant flow rate at 0.48 LPM. Flame of natural gas remains stable within the equivalence ratio range
from 0.6 to 1.3, and its NOx emission level shows lower than 50 ppim. Syngas fuel is produced by mixing
carbon monoxide and bydrogen to match the composition of actual coal gas fuel derived from oxygen

blown gasifier, CO: 70-90 % and I1,: 10-30% on volume basis. Fuel flow rate is determined on the basis
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that the thermal input of the syngas fuel is identical to (hat of natural gas. In addition, the present study

considers NH, of 0-3000 ppm in syngas fuel (o investigate the effect of NH, on fuel NOx formation,

Table 1 represents the fuel flow rates and the compositions of three different syngas fuels used in the

present study.

Table 1 Composition and Flow Rate of Syngas Fuel

Syngas No. CO(%) H,(%) H,/CO(%) Flow Rate(LPM)
1 91.0 9.0 9.9 1.64
2 82.0 18.0 34.1 1.66
3 70.0 30.0 42.8 1.69

800 Blow- Tlash- P R g T —

- 7 Back E - ® 1280pp

& 5:2 o - ::‘:S-me < 8:?2 " | m 180800 ‘.

€ s00 - :‘;'D,I-pnm g g':g

3 0 gl £ 0o

g zo0 L 5 020

Z oo Z o0
o 0.00

° 0.5 ' 5 2 ° 0.2 0.6 0.8
Equivalence Ratio Eauivaience Ralio

Fig.3(a) NOx & Flame Stability of Syngas #1

800
700
600
500
400
300
200
100

NOx ( pom, dry )

- Blow -0 11

Tiasn-

Back
—& NH3-24850Dm
—® NH3I-1898ppm
—» NH3-1280pDim

o 0.5

1 t.5 2

Equivalence Ratio

Fig.4(a) NOx & Flame Stability of Syngas #2

800
700
600
500
a00
300
200
100

NOx { ppm, dry )

. Blow -|

|2

e

Flash-
- Back

— NH3-2485ppm
—- NHI-1898ppm

—® NI~ 1280ppm

o 0.5

1 1.5 2

Eauivalence Ratio

Fig.5(a) NOx & Flame Stability of Syngas #3

718
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Figs. 3(a), 4(a) and 5(a) illusirate the flame stability range and the NOx emission of syngases with

H,/CO=9.9,34.1 and 42.8 % respectively. They show that the flame stabilily range of syngas is shrunken
into narrower range at higher H/CO ratio. These experimental results can be explained by that flashback
occurs at lower equivalence ratio point due to higher burning velocity with the increase of H,/CO ratio of
syngas[4]. 1t is deduced from the measured resulls that if coal gas firing gas turbine combustor is
designed with the same burner as the natural gas case, it can be operated only at narrow combustion
condition range so careful design modification must be made on air distribution in combustor. As shown
also in Figs. 3(a),4(a) and 5(a), thermal NOx emission level is lowered for higher H,/CO ratio syngas
fuel with lower flame temperature at the stable combustion range. With the addition of NH;, NOx
emission is more produced by the order of 200-300 ppm, compared with the cases of NH;, over entire
combustion range and its peak point is shifted to lower equivalence ratio compared with the thermal NOx.
Figs. 3(b), 4(b) and 5(b) present the variation of ammonia to NOx conversion ratio with equivalence ratio

at three syngas fuel conditions, and they show ammonia is more easily converted to NOx at lower

equivalence ratio condition[5,6}.
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Fig.6 Effect of Nitrogen Dilution (Syngas#1) Fig.7 Effect of Nitrogen Dilution (Syngas#2)

The effects of nitrogen dilution on NOx reduction are examined in Figs. 6 and 7. The present study
employs nitrogen diluent that is blended with syngas fuel before entering burner, and its amount is
considered as 50 or 100% of fuel flow rate on volume basis. Nitrogen dilution results in remarkable NOx

reduction as well as widening of flame stability range.

CONCLUSIONS

Flat flame butner tests are conducted for investigating flame stability and NOx emission characteristics
of three LCV syngas fuels with the same thermal input as the natural gas case. Flame stability range is
shortened to narrower band of equivalence ratio and thermal NOx is less produced when buming the
syngas with higher 1,/CO ratio. The NI, content in fuel results in additional 200-300 ppm fuel NOx
formation as well as the shift of peak NOx point to the lower equivalence ratio compared with the thermal

NOx case. The conversion ratio of NH, (o NOx ranges from 97 to 62% with the increase of equivalence
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ratio. The efTect of nitrogen dilution is very favorable both in reducing NOX emission and widening flame

stability range.
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ABSTRACT

The purpose of this study is to determine ash slagging behavior for the optimun ash removal in actual coal
gasifier as well as combustor. DTF (drop tube furnace) was utilized for entire experiment to simulate real time
and temperature history of coal particle. Pulverized particles of three different coal samples (Alaska, Cypurus
and Datong) were injected into DTF with different experimental conditions. The slag samples deposited at
the top of sample collector by the particle action of impacting and aggltomerating. The formation shape of
each deposited slag is related with physical properties of original ash such as ash fusion temperature,
viscosity and surface tension. Phase diagram of main components of ash, i.e., Si0,-Ca0-Al,O, system are
analyzed to determine ash fusion behavior with different composition of the system. Shape of stag formation
represents different behavior with gasification and combustion environment and also is effected by chemical

composition of coal ash.

1. INTRODUCTION

Among the second-generation coal-fired power systems, IGCC (integrated gasification combined cycle) is
characterized by highly efficient and environmentally sustainable technology. Since most of organic
impurities of coal are converted into gas phase in gasification S- and N-containing gases can be easily
separated from the product gas comparing to p.c. combustion technology. Moreover, CO, emission is
reduced in IGCC technology because of its high electricity efficiency. Inorganic impurities of coal are also
converted into slag in slagging-type coal gasifier. The volume of coal slag is reduced to 1/2~1/3 and the
heavy metal compounds in coal ash is vitrified to non-leaching glass form.

in this experimental investigation, DTF is utilized to determine the characteristics and formation phenomena
of ash slag generated with different coal samples. The result is analyzed for the relationship with chemical
composition, ash fusion temperature and fluidity properties of coal ash. With above information, actuat
behavior of coal ash inside gasifier/combustor can be predicted so that optimum-operating condition for

smooth slagging can be suggested.

2. EXPERIMENT

Characteristics of slag produced in slagging-type gasifier play a major factor in the continuous operation of
actual gasifier. Flow properties of slag usually depend on viscosity and melting temperature, which were
varied with inorganic constituents of coal ash. Ashes of three coal samples are analyzed with ICP-AAS for
the inorganic constituents and the results are shown in Table 1. Generally speaking, reducing agents such as
Fe,0, Ca0 and Na,O behave a role in reducing viscosity and melting temperature. On the other hand,

oxidizing agents such as SiO and Al,O, will increase viscosity and melting temperature.

721




Table 1. Chemical composition of coal ash samples

Composition(%)
Si0, | Ca0 | ALO, | Fe,0, | TIO, | Na,0 K,0 | MgO
Sample Coals
Datong 5412 | 8.08 | 15.73 | 13.15 | 0.83 | 1.15 077 | 2.18
Alaska 4483 | 20.20 | 19.30 | 7.01 | 1.11 | 0.70 1.40 | 3.90
Cypurus 5160 | 11.37 | 19.30 | 5.73 | 084 | 2.7 083 | 2.11

Gas flow in the DTF reactor was arranged to laminar flow for the exact determination of reactivity and

residence time of coal particles. The schematic diagram of DTF was shown in Fig. 1.

Fig. 1. Schematic diagram of Drop Tube Furnace (1: secondary gas line, 2: primary gas line, 3: coal feeder,
4: injector probe, 5. deposit disk, 6: R-type thermocouple, 7: deposit probe, 8: ash probe, 9: cyclone,
10: condenser, 11: ceramic filter, 12: PID controller, 13: furnace, 14: vent )

Coal feeding rate was fixed at 0.3g/min for entire experiment. In the combustion experiment, air were used
for both primary and secondary carrier gas with the oxygen/coal weight ratio of 1.5. However, in the
gasification experiment, primary gas was oxygen and secondary gas nitrogen with oxygen/coal ratio of 0.72,
which is selected for maximum CO concentration in the product gas. While feeding coal particles at the top of
the DTF and flowing carrier gases, reacted coal particles are collected at the top of deposit probe. Solid
sample collector was installed inside deposit probe, which was made of metal substrate. Temperature was
changed from 500Tto 600T for the simulation of heat transfer surface. To investigate the reaction between
coal ash and alumina refractory, solid sample collector was also made of alumina refractory that was
installed at 1500 in the deposit probe. Deposited ash samples was analyzed with pholo.graphy for the
shape of slag formation.

Ash fusion temperature was measured by standard ASTM method by using Ash Fusion Determinator (LECO
model AF 600). Difference in FT and IDT, i.e. AT is a factor which shows strength of ash deposit. Generally,
if AT is small, deposit thickness on reactor surface is thin and adhesive so that removal of ash deposit is

very difficult. Table 2 shows fusion temperatures of each coai samples investigated in this study.

Table 2. Fusion Temperature of coal ash samples using ASTM method

Sample Coals IDT(T) ST(T) HT(T) FT(T)
Datong 1296 1304 1328 1359
Alaska 1205 1244 1263 1299
Cypurus 1249 1276 1301 1359

3. RESULTS AND DICUSSION

Liquid phase of coal slag behaves Newtonian fluid when flowing. When liquid phase is cooled, coal slag is
transformed into pseudo-piastic solid state before solidification. Separation of solid state is dependent on
composition of slag and transition temperature between liquid phase and solid phase, which is called critical
viscosity temperature (Ty). Ty has same meaning of slag removal temperature which is ASTM fusion

temperature with maximum viscosity for smooth slag removal. Slag removal temperature was identified as
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temperature with viscosity of 250 poise (T,s, ) so that choice of suitable coal for slagging operation is mainly
decided by the value of T,,. A value of T, was decreased by increasing the amount of reducing agents and
by decreasing the amount of oxidizing agents in coal ash. When viscosity of perfect liquid phase is
determined, critical viscosity temperature (Ty,) can be represented as crystallization temperature. Therefore
Tevand Ty, have below relationship: Tey > Tas, Slag removal temperature = Tos,, Toy < Taso Slag removal
temperature = T, .

Variation of slag viscosity with different composition was calculated by Urbain equation that is based on
Ca0-Al,0,-SiO, ternary phase diagram as in Frankel equation (1).

Inn, = ATexp(B/T) - {1)

When calculating slag viscosity for low rank coal, equation (2) is used, where T is temperature, A and B are

function of chemical composition on coal ash, n, is viscosity in poise and & is silica percentage in slag.
Inn = InA + InT + 10%B/T) - & (2)
When using this equation, proper classification of silica quantity is very important which is largely dependent

on the B values. Calculated data of viscosity at the temperature of T¢y for each coal samples are illustrated in
Table 3.

Table 3. T¢y and viscosity of ash sample

Sample Coals Viscosity (poise) Tev (T)
Datong 348.18 1421
Alaska 364.92 1356
Cypurus 560.71 1394

The shape of slag samples with different experimental condition is illustrated in Fig. 2. Each formed slag
shows slightly different shape with the variation of coal types and reaction atmosphere. Cypurus slag was not

great difference between combustion and gasification condition, but shape of gasification slag more spherical
shape than combustion condition. Datong slag shaped trigonal pyramid form and melting is started at the top
of the deposit. Alaska slag shows flat melting shape because of its low melting characteristics. The variation
of slag shape with different coal samples can be explained with the data of ash fusion temperature, surface
tension and viscosity of stag with different slag composition. Also reactivity with refractory alumina substrate

of solid sample collector affects shape of slag.

Alaska gasfication slag

Cypurus gasfication slag Datong gasfication slag

Figure. 2 Shape of ash slag with gasfication/combustion condition and coal types

Coal samples in this study are classified into Alaska and Cypurus coal, which mainly consist of Si0,-CaO-
Al,O, phase and Datong coal, which mainly consist of CaO-SiO,- Al,O5- Fe,0, phase. Mole fractions of Al,O,
and Fe,0; in Alaska and Cypurus coals are constant but SiO,/CaO ratio in ash components was varied from
2.07 in Alaska to 3.51 in Cypurus. For the slag samples mainly composed of Si0,-CaO-Al,0,, viscosity is

increased with increseing quantity of SiO, in slag.
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Figure 3. CaO-Si0,-AL,0, ternary diagram for coal ash samples

As shown in Fig. 3, however, Dalong slag, composed of high quantity of Si0, and low CaO, would expected
low fusion temperature and low stag viscosity. The main reason of such finding is because the reaction
between high quantity of Fe,0, and SiO, formed Fayalite(Fe,SiO,) which has tow fusion temperature. Such
finding is prabably based on the fact that increasing quantity of Fe, O, destroyed network structure of SiO,.
Shape of slag formation with different gasification/combustion condition was effected by chemical
composition of coal ash.

However, shape of slag drop was mainly determined by surface tension value, which is subjected to wetting
angle. Welting angle between alumina refractory substrate and melting slag was represented by Young's
relation as in equation (3), where O is wetting angle, r,,, rsand r, are surface tension of solid-vapor, solid-

liquid and liquid-vapor.

Cos O = (ry —r,, My (3)
If surface tensions of solid-vapor and solid-liquid are constant, surface tension of liquid-vapor phase behave
major factor in the formation of slag drop. In other words decreasing surface tension of melting slag increase
wetting angle. As a result, non-wetting surface was formed so that formed slag is not penetrated into porous

alumina substrate.

4. CONCLUSION

To determine optimum operation condition of ash slagging in coal gasifier/combustor, DTF is utilized, which
can simulate time and temperature history of coal particle. Slagging behavior of coal ash samples was also
investigated with empirical equations and the results showed that slagging behaviors of subbituminous
Alaska and Datong coals were much better than Cypurus. Separation of solid state dependant on
composition of slag and tranéition temperature between liquid phase and solid phase by experiment data.
Shape of slag formation with different on gasification/combustion condition was effected by chemical
composition of coal ash. Shape of slag drop was determined by surface tension value, which is subject to
wetting angle.
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